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ABSTRACT

Linearity is one of the most important specifications intalgad circuits. Designing a
high linear analog circuit is always a challenging taskiarsgdbecoming even more difficult
with the shrinking feature size and reducing supply voltage of mostamdard CMOS
process. Furthermore, the behavior characteristics of thest@nielow sub-micro are not
accurately described by the traditional BISM models. All thtselencies increase the
difficulty to build the high performance analog circuits withised distortion level,
especially when the linearity relies mostly on active elet®. In this dissertation, our
research for achieving high linear analog circuits willppesented including a high linear
analog active filter, a linear current mode digital to analmgverter and a comprehensive
study of calibration algorithms for improving the linearity of pipelianalog to digital
converters.

There are total 6 Chapters in this thesis to conduct the cbsearthigh linearity
analog integrated circuit design.

In Chapter 1, a ladder-based transconductance networks has been adoptee fiost i
build a low distortion analog filters for low frequency applicatidhslysilicon resistors have
been known for its attractive linearity and have been used to buildihégir analog active
fillters for medium frequency applications. However, due to the prtorabea for
implementing the polysilicon resistors, there are very seldonicagiphs of poly resistors in
low frequency range. This new technique eliminated the limitatidheo&pplication with the
traditional passive resistors for low frequency applicationsiniestigated the relationships

between the transconductance networks and the opamp design sathhather circuit
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Vi
components. Based on the understanding of this relationship, a stratetgsigning high
linear analog continuous-time filters has been developed. Accordirgurtcstrategy, a
prototype analog integrated filter has been designed and fabriw@tedAMIO5 0.5 um
standard CMOS process. Experimental results proved this techniquthehamility to
provide excellent linearity with very limited active area amastshow the high agreements
with our research works.

In Chapter 2, the relationships between the transconductance networksapmd
circuit specifications have been explored. The analysis revealséate off between the
silicon area saved by the transconductance networks and the someingploetant
specifications such as linearity, noise level and the proceggioas of the overall circuit.
Further study of the trade off behavior, the mapping between the rparfoe space and
parameter space has been addressed. The close form expressions thewystematic
guide for using those transconductance networks with other sp#oifis considerations.
Experimental results of discrete component circuit matched vetywith our analytical
outcomes to predict the change of linearity and noise performasceiaed with different
transconductance networks.

The Chapter 3 contains the analysis and mathematical provesagtiimeim passive
area allocations for several most popular analog active fiBasause the total area is now
manageable by the technique introduced in the Chapter 1, the fudbee ref the total area
will be very important and useful for efficient utilizing theicin area, especially with the
today’s fast growing area efficiency of the highly densityitdl circuits. This study presents
the mathematical conclusion that the minimum passive area wikcheeved with the

equalized resistor and capacitor.
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In the Chapter 4, a well recognized and highly honored current diesicunit has
been studied. Although it was claimed to be “inherently linear” tnede are over 60
published works reported with high linearity based on this technique tudy discovered
that this current division circuit can achieve, if proper circaitdition being managed, very
limited linearity and all the experimental verified performarazgually based on more
general circuit principle. By pointing out what really supgbg high linearity, the circuit
and system design community will eventually benefit from tl@search. Besides its
limitation, our extended work, however, invented a novel current divisgitadio analog
converter (DAC) based on this technique. Benefiting from the simpeitcstructure and
moderate good linearity, a prototype 8-bit DAC was designed MA®E.8 0.2 um CMOS
process and the post layout simulations exhibited the good lineatityvery low power
consumption and extreme small active area.

As the part of study of the output stage for the current divisio@ Biicussed in the
Chapter 4, a current mirror is expected to amplify the output cuoehitve the low resistive
load. The strategy of achieving the optimum bandwidth of the cascodmtcorirror with
fixed total current gain is discussed in the Chapter 5. Our angiysvides an efficient way
to improve the total bandwidth without adding any extra hardware. &iiong proved our
strategy can efficiently increase the current mirror bandwhgt 10 to 25 percent compared
to the previous works.

Analog to digital converter (ADC) is known as the largest velumx-signal circuit
in the world. Pipeline structure is one of the most popular stegiarthe ADC market for
its high resolution and fast operation speed. It has been widelyimsdmta acquisition

system, communication system, etc. Improving the linearity ofipgpdDC has been the
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hottest and hardest topic in solid-state circuit community forcd#ecBue to the physical
limitation inherent in the semiconductor process, the linearitheptpeline ADC is always
limited within 14 bit level without calibrations. Thus lots of resbaactivities have involved
in the pipeline ADC design focusing on the calibration job to brealithitation. There are
many published works to discuss different calibration schemes ilaghd5 years and no
real effective one really appeared. In the Chapter 6, a compredestady focus on the
existing calibration algorithms for pipeline ADCs is presentdte Benefits and limitations
of different calibration algorithms have been discussed. Bas#teamderstanding of those
reported works, a new model-based calibration is delivered. The asiomulresults
demonstrate that the model-based algorithms are vulnerable nootie accuracy and this
weakness is very hard to be removed. From there, we predictttive tevelopments of

calibration algorithms that can break the linearity limitations for pipel&eC.
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CHAPTER 1 LOW-DISTORTION CONTINUOUS-TIME FILTERS FOR
LOW FREQUENCY APPLICATIONS

1.1 Introduction

Filters are refer to those circuits that stimulate gagiency or phase-frequency

relationship, some applications stimulate both. Active filtersttaenost popular technique

to handle the analog signal instead of the passive filter due folkh reasons: a) Passive

filters are very sensitive to the component values; b) Pas#iises ftannot provide the gain

itself; c) A first or second order filter cannot provide adequate roll-off.

Analog active filters are used from the very beginning stafyg¢he electrical

engineering field and also widely used in almost all kinds of eqbins today; anti-aliasing

and reconstruction in data acquisition systems, channel selectiommumnication systems

and so on. Today’s analog filters are mainly implemented byotlmving techniques: gC

filters, Switched-Capacitor filters, Active-RC filters QBFET-C filters. The following table

summary the applications and limitations of those techniques mentioned above.

Tablel- 1 Popular filter techniqgues summary

Frequency
Range Spec. gm-C Switched{C Active-RC MOSFET-C
Low
frequency power low Low low low
Linearity poor good Very good poor
Area Very large| Verylargel Very large small
: power Low Medium Medium Medium
Medium ; .
f Linearity Poor good Very good poor
requency .
Area Large large Medium small
Hiah power low Difficult High low
f 9 Linearity poor Very good poor
requency
Area small small small
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Analog continuous time filters are used in many mixed-signal integratecuits
today. Of particular interest are integrated continuous-tinerdilthat can be used for anti-
aliasing and reconstruction in many large scaled DSP chips, wduciire high linearity to
match the dynamic range of the DSP. Also continuous timesfites widely used in video
processing systems, communications circuits, and audio applicatioesrity requirements
for those applications are 40~50 dB, 60~70 dB and above 90 dB, respectivedyof e
most popular traditional solutions for continuous-time filters areM@SFET-C filters [1]-
[5], in which a MOS transistor operating in the triode region regsldlee passive resistor and
this structure is easy to implement with operational amplifigile maintaining what of
traditional active RC filters. Another well established technigue,-C filters [6]-[10].
However, there are two major limitations inherent in above proposédemture which are
hard to be overcome. The first limitation is the resistancgnoralue of MOS transistors’
dependency on the process and temperature and this random variaties tbaudesigned
corner frequency to deviate without good prediction. Another limitatidheigpoor linearity
and this limitation is mainly due to the voltage dependence inheré¢hée behavior of the
MOS transistors. So this limitation is hard to be eliminated thede is no known good
solution for high linear applications. From the previous works, mg@stC dilters and
MOSFET-C filters can only achieve THD of about 40~60 dB [1]-[10]. Tieguency
deviation has been well compensated by several reported tugmrttahs [2]-[3], [5]-[7],
[11]-[18], and it will not be discussed further in this chapter. The wogkented in this work
is focused on overcoming the second limitation.

It is well known that the passive components exhibit very low voltage dependence. Of

the layers commonly available in CMOS process, polysilicon offgréar the most linear

www.manaraa.com



3
resistors, (about 100 ppm/V) [19]. This is the reason for the fagtampared to the,gC
and MOSFET-C filters, RC filters exhibit much better lingaf14]-[16]. However, when
RC filters require specific low-frequency poles, for examplkilo Hz range, the die area for
integrating the corresponding large RC time constants wal fmemidable undertaking. That
is the reason that RC filter is seldom used in audio frequenoigsalways used in higher
frequency range to achieve high linearity [15], [16]. Star-Biquadefample, will occupy
over 3 mni for its RC time constants with the corner frequency setitiA This area is
almost unacceptable with the nowadays tendency that moresaedi@dated to advanced
developed digital circuit for higher area efficiency in theeusignal systems or SOC. On
the other hand, it is the low-frequency applications (i.e. audio andmeheanications) that
require the highest linearity. Another factor limits the pcattimplementation of polysilicon
resistors is the power requirement for driving small resistance loaddsonable signal level
is quite high. Therefore, the solution for realizing large limesistance with dramatically
shrunk area is of particular interest.

In this Chapter, a method of implementing large value resistaiticehigh linearity
and significantly reduced area is introduced. The relationship betwis proposed
technique and non-ideal opamp is the highlight and a prototype filjgresented in the
following section as an example for the practical RC active filter deBigperimental results

agree favorably with the theoretical development of this proposed technique.
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1.2 Proposed Transconductor Technique
Although the availability of a standard two-terminal resistould be of particular

interest, resistors are often used to realize a linear éisignce function. A first order low-

pass filter is presented here as an example.

AVAVAYA
R1 R2
Vin NV | Vour

(a)
[
|

| Re
VW™ Ry L Vour
(b)

Figure 1- 1 -- First Order Low Pass RC Active Filter

In Figure 1-1(a), the ideal transfer function of output/input voltage is given-by (1

A\/:—&. (1- 1)

Both R, and R have one end connecting to the virtual ground of the operational mplif
and therefore, the real factors of those resistors importartigocircuit is the transfer
function between the input voltage and output current at the summing noddods in

Figure 1-1(b), the voltage gain from output node to input node is:
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=R, (1-2)
A Ry

Rr1 and R» are the transconductance gains of the input and feedback blocks wedpecti
This implicates that with the same linear transfer functiok;pfand I for both input and
feedback blocks, the whole circuit will achieve the same oveniithge gain no matter how
to implement it.

Several possible implementations for resistors are shown in the Figure 1-2.

+

Single Resistor One Ladder T-network Two Ladder T-network

Figure 1- 2 — Three Implementations of Transconductance Gain.

The second architecture was termed as T-network [20] intliteralf proper values
of R;-Rs are chosen, the three networks above will achieve the samsedraluctance value,
which means that they will have the same transfer function ahthé voltage and output
current, the same linearity but progressively scaled areaoldeesistance of Rzand R-s,
in T-network and Ladder network, respectively, are much smaller tthe single resistor.

The numerical example of those resistors’ values is tabulated in Table 1-2.

Tablel- 2 Numerical Examples of Implementation of Transconductance Networks

Trans networks R1 R?2 R3 R4R5 Total- R
1M single R 1M 1M
1M T-network 10 K| 100] 10 K 20.1 K
1M 2 Ladder 500f 12 500 12 500 1.524K
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1.3 High Linear Integrator with Transconductor Networks

1.3.1 Transconductance Networks and Open-loop Gain of Opamp

From the previous section, it is clearly shown that with laddseda
transconductance networks, small resistors can replace a large s#tar fer achieving the
same transfer function and thus the purpose of reducing area is dbtdim&ever, the
performance of the whole circuit may be changed since thossctnaductance networks
eventually changed the architecture of the circuit. Understangéngetationship between the
performance of the circuits and the structure of the transcondactatworks becomes
necessary and this study leads to the practical design whicbowipensate those negative

impacts raised by introducing the area scaling method mentioned above.

It is well known that the non-ideal opamp is usually the key builthlogk in the
electrical circuit and degradation of the performances is cetatéhose non-idealities of the
opamp. Therefore, the first analysis will focus on the correlatiotwdsn the
transconductance network and open-loop gain of the opamp for the DC paréerrof
highly linear integrators.

A simple resistor feedback circuit is used here as an example as shown éenlF&jur

Rab

R2 Roa

(b)

Figure 1- 3 -- YA Transformation of a Resistor Feedback Amplifier.
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7
As shown in Figure 1-3, the X-transformation is used to remove the intermediate
nodes for simplifying the analysis. After the transformatiop, d&d R, will be removed

without affecting the transfer function and:.Rnd R are the shunt resistors at the negative

summing node. If assume th&, ,>>R, and R, ,; >>R,, for keeping the area scaling

effects significant, the equivalent resistors values aftastoamation are given from (1-3) to

(1-8):

SOLEELT AL S (1-3)

R = RaRe tRRuRRs o g (1- 4
R

R =t B TR s g <R, (1-5)

R = RaRo*RoRavRRy o _p (1-6)
R,

R @7

R, =l ? RzFizs *RRea LR oSSR (1- 8)

We write the transfer function using conductance for convenience:

Vout - Glb (1_ 9)

N /e
|

where, A, is the open-loop of the opamfa ., and G;,c are the conductance of the

equivalent resistors @ o andRy 2 respectively.
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From (1-3) to (1-8), it can be easily shown that@gandG,, are much smaller than
Gic andGy.. In (1-9), it is obvious that the total conductafiGg+Gga+GatGaa) Will change
the ideal transfer function by changing the effective feedfamtkrs and therefore affect the
low frequency performance of the filter as long as the open laopAg is not infinite.
Therefore the DC performance will be affected dominantlshyandG,., which are results
from the transconductance networks. From the area scaling purposssithersR;, andR;;
should be chosen as small as possible for higher area efficidoayever, R, cannot be
chosen as an arbitrary valueRif is chosen to be too small, it will require an extremely large
Ao to make th€G,;+G2)/Aq be negligible compared with the value@f, Through this Y-
A transform analysis, the feedback factbrhas been changed from the single resistor
scenario to the trans-resistance network case and this chaeagtially results a trade off
between the resistor area and opamp open loop gain design effonis.tditdl equivalent
resistance values are fixed for a given time constant aftaofider low pass filter, the opamp
open loop gaim\, and resistance area are determined by the following equatio@ \given

admissible erroy,

%1R12 i %ZRZZ — 1 (1_ 10)
A o, +2)a,R,,

In (1-10), an attenuation coefficient is defined as the ratio d%1/Ri2, and Ry is set to
equate toR;3 in both T-networks. A simple numerical example is shown in Fidudeto
show the compromise of resistor size and open loop gain, for difteterant DC gain error
levels ¢=1%, 2%, 5% and 10%) with the assumption that DC loss is 0 dB andntieeTsa
networks are used to replace the input and feedback resistors.h&lsmuivalent resistance

of transconductance network is assumed to be fixed and it is uatidlggQ range when
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9
used in RC active filters in audio frequency range with reasomads@lithic capacitor size.
From this example, it is clearly shown that with the unit tesigR,) is doubled, the
requirement for the open loop gain of the opamp for achieving theesaondevel decreases
by 3 dB and also the total resistors area will incredseolDC gain error is acceptable, the
unit resistor should be set bigger thanth@r the reasonable design efforts to obtain 90 dB

open loop gain of the opamp.

unit Resistor Vs open loop gain of opamp
o 100 4
= —
.% 90 % \
80 A 0
g' J—
S 0%
s ' —
()]
o
o 60 ‘ ‘
10 100 1000
Unit R (ohm)

Figure 1- 4-- Open-loop Amplifier Gain Requirements with Changing Wit R at

Different Error Tolerance (Reqis fixed as 2 MQ).

1.3.2 Transconductance Networks and the GB of the Opamp

As discussed in the previous section, the transconductance netwbd{fedt the
performance of the circuit due to the non-ideality of the opamp. Iiti@ddo the finite DC
gain of opamp, the frequency dependent gain also will contribute to the error andl s
more stringent requirement of the opamp with the finite gain banklwididuct (GB).

Again, a simple first order low pass RC active filter is presented as aplexam
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| |C
[
_/\/\/\/\—
R1b R2b
Vi R, —— Vour

Figure 1- 5-- Equivalent Circuit of the First Order Low-Pass Filte with T-networks.

The same YA has been done for the circuit in Figure 1-4 and the shunt resjstepiRsents
the effective resistance at the negative summing node of opartiptiWwisame assumption

that R,,, >>R, andR,,,; >>R,,, R« is much smaller than;Rand R. The transfer function

was derived including the finite GB in conductance form:

(1- 11)

Vo -G
Vi SC+G, +S4p(sC+G, +G, +G,)

From (1-11), under the circumstance tkat>> G; and G,, and also be awarded that in
monolithic integrated circuit, C/GB is usually very small, thansfer function can be

simplified as the first order system:

<

Vo G‘Gl . (1- 12)
L S(C+T5p) TG,

In above equation, iGB is not big enough to makg/GB <<C, the location of the dominant
pole will be shifted. In order to compensate this systematic due to the transconductance
network, either the capacitor size or the GB of the opamp needewldoged to make sure
thatGy/GB is ignorable compared wit@. The design should consider the practical capacitor

size and compromise it with the GB of the opamp if the admissilsle caused by this
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conductance need to be tolerated. Since the passive components ardhutodhe process
and temperature variations, RC active filters are used in #qmsde&ations that have relaxed
requirements on the corner frequency without the tuning circuits. So thieemalue of
Gx/GBiis less thax% of the capacitor, the error would be consider to be neglected. édiffer
T-network will result in differentGyx and then different trade off between capacitor size and
GB of opamp. Assume the same T-networks are used for replaihd?; andR, and the
ratio of Rji/Riz=Ri13g/Ri>=a. It is easy to derive the equations for effective shunt resistor
values and capacitor size from corner frequency requiremehti @nd (1-14), whereq

is the equivalent resistance of T-network &gds the corner frequency of the filter:

= = , (1- 13)

Cmmﬂ%ﬂ- (1- 14)
Also the relationship between GB and C for comptmgdhe deviation of corner frequency

due to thes, is given:

G . X (1- 15)
GB 10C
From (1-13), (1-14) and (1-15), the GB can be detigtirectly from:
X
GB=—47f_ a. (1- 16)
10C

For a given corner frequendy, different error budgex will result in different trade off
curve between capacitor size and GB of opamp. Eigué shows the capacitor size with
corresponding opamp GB with different valuex @10, 20, 30, 40, 50), assumifigequates

to 5 KHz andR; equates to 50.
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C trade off with GB of opamp

6.00E+07 -
5.00E+07 «
v\<i10
4.00E+07 \
3.00E+07
X=20 \
2.00E+07 *
_ ~ &=30
1.00E+07 —X=4% =

0.00E+OO T T T T T T T T 1

GB (Hz)

C (pF)

Figure 1- 6 -- Trade-off of the Capacitor Size and GB requirement of Opampt

Different Error Tolerance.

As shown in Figure 1-6, the higher accurate corner frequency regmtgnthe
higher gain bandwidth product is needed. The smaller capacitor sizigstee opamp is
needed due to the transconductance networks.

Although above analysis is based on the first order integratsryalid for guiding
the design with transconductance networks of integrator-basad fitel a prototype filter

design will be presented in the next section to favorably support those analytigal st

1.4 Third Order Bessel Low Pass Active Analog Filter Design

1.4.1 Filter Topology
A third order Bessel low-pass filter with implementation fudse transconductance

networks has been designed, including all the consideration discussesl as shown in
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Figure 1-7. The structure of Tow-Thomas biquad [21] followed by st-dirder low-pass
filter has been adopted. The main reason for choosing this architecture is laicdneskarge
value resistors in this topology must be connected to the virtual gemdhthis satisfies the
requirement of the transconductance network that the output end has to betembrioe
virtual ground to maintain the intended transfer functions. Also this dgpoéxhibits the
potential to suppress the distortion due to the large common mode sitihahe summing
node connecting to virtual ground. The third reason for choosing this topadbsti the
parasitic capacitance connected to those summing nodes will me¢ t@nsfer response
detuning effects. Since only passive elements are included iedlbé&ck loop, the second
harmonic distortion should be at quite low level and single end configuratexpected to
achieve good linearity comparable to those fully differential sechires with other

techniques using only active elements.

In order to avoid the distortion caused by the over range of thefi@mphear

operation range, the gain of each integrator is set to approximately equate to one.

Ra

%3"
i

R>

Vin—AA R
= R1
ﬁ £> ~Vout

Figure 1- 7 -- Third-Order Bessel Low-Pass Active Filter.

The transfer function is given in (1-17):
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1.4.2 Passive Elements Design
To determine all the passive elements values, standard Bemsslet function
coefficients are referenced to build the equation sets along with the foycgaate technique

for de-normalized the transfer function parameters:

1

a,w,C
1

VawhCC, (1- 18)

_ 1
RQ_bocuoC

_ 1
i | b, aERCTC,

where, ag, by, a; are standard Bessel transfer function coefficients and aren gise

R=

2,=2.09482,a; = 2.095588, anth, = 1.32268 [22] while the filter specification is given as

Wo=21x5000, DC loss=0 dB.

The original design space i®{, R, R, R, C, Ci} and now it is reduced toRg, Ry,
Ri, R, C} by setting the capacito€; equates tdC for matching performance concern. The
design trade off between capacitor and GB of the opamp discuspeglvious section play
the most important role for determining the capacitor range Asrehown in Figure 1-6, if

the error is limited within 20%, the capacitor size should rangen f2 pF to 10 pF if
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reasonable power is allocate to the opamp for the GB limitatimm Fhis concern, the

resistors values will chosen from 2 M@go 10 MegQ.

1.4.3 Passive Elements Area Optimization

Because RC active filter is very attractive for its higlearity and now is practical by
implementing the transconductance networks, issues of the furthestioedof the total
passive area would be interesting. Some work has been reported dptithezation of total
passive area and it has been proved in close form that optimuimepassa would be
achieved when the total resistor area are equal to the totaitoaaea under the constrains
of the fixed corner frequency and DC gain [22] and this topic willliseussed in the later
section. Several popular architectures including the first order imbegfiast order integrator
with transconductance network, Tow-Thomas Biquad w/o transconductance ksetmaor
bridge T feedback circuit have been studied and all have been pookeldl this conjecture.
Another function could be set according to this theorem. The procemsmgiars about the
sheet resistance and sheet capacitance can beRyeratCqy, respectively,

2R+2R1+R2+F\’Q _3C
R, Gy

(1- 19)

Combining the equation set (1-18) and equation (1-19), it can be solved tloe phssive
components’ values. When calculating the coefficiegt multiple contacts would be
expected for reducing the total contact resistance and this weaddd a width of the Poly
resistor be little larger than the minimum value. In those equatidinthe resistor®, Ry, R,

andRg will be replaced by transconductance T-network as shown in Figure 1-8.
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R~(Ra-Ry)/Re Rs

Figure 1- 8 -- Transconductance Network Used to Replace All the Singlee&stors.

The common central layout technique is used to implement the Rayshesistors
in order to obtain satisfied match performance so as reasonabé t@ouency accuracy.
For this reason, the transconductance networks have been modifiely $tayhtthe format
in analysis above. ResistBx andRg are chosen to be 10®, and 500, respectively for all
the transconductance networks &wls determined by:

Riesign
R. DW;B : (1- 20)

whereRyesigniS the nominal values for each resistor. The reason for choosifgfé&ORs is
that any smaller resistor would result even smaller passdeelait would also demand open
loop gain to be higher than 93 dB for 1% error tolerance and this caedsly shown in
Figure 4. All the nominal passive components values are listed below.

C=3.5pF

Ron= 4.339 MQ,

Ry = 6.284 MQ

Rin= 6.573 MQ

Ron= 6.876 MQ.

This set of passive elements values satisfied all above consideratemtar8tBessel

low pass transfer function; realistically op amp open loop gain andd€dgyn efforts;
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optimum passive elements allocations and the approximately unitfagag@ach integrator

stage.

1.4.4 Op Amp Design

The op amps used in this application needed to be high performarase rsu to
degrade the filter operation noticeably along with the transconduata@beerks. In order to
attain the high linear performance as standard RC actieesfilthe following features were
specified:

» ability to drive loads of the order of 1Xkresistor and 20 pF capacitor;
 THD > 90 dB, when configured with feedback;

» linear output voltage range = 2 V p-p;

» open loop gain > 90 dB;

* gain bandwidth produce >50 MHz;

* PM > 70 degree at unit gain frequency.

A two-stage telescope cascode configuration meeting above spteifs was
chosen as shown in Figure 1-9. The input stage is a telescopeleasage which provides
high gain and the second stage is a class-A common-source esthipting high linearity
and large output swing. The quiescent current is high in the output d&l4rdo provide
necessary high frequency pole to achieve enough unit gain frequencyovéhedrive
voltages of input devices of both stages @d M) were carefully chosen to achieve good
settling performance. The zero-pole cancellation compensating taehmigs used for
stabilizing this two-stage amplifier because it is morecigffit than the single miller

capacitor compensation with cancellation of the right half plare &mulation showed this
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amplifier can achieve 103 dB DC gain, 60 MHz gain-bandwidth produtt vt degree

phase margin with total power 2@Wat 5 V power supply.

T VDD

Mz 7 1 [ Ms

I/E l:&qlout

||:‘M9

Vss

Figure 1- 9 -- Simplified Two Stage Op Amp Design.

1.5 Experimental Results
The prototype filter was fabricated using AMIO5 0.6 um double polgsilstandard
CMOS process with 5 V power supply. The total die area is 0.4Gnththe area per pole is
0.13 mnf including 0.05 mrhfor capacitors, 0.05 mhfor resistors and 0.25 nfnfor 4 op
amps. The active die area microphotograph is shown in Figure 1-10eSthis bperated at

room temperature from a nominal 5 V supply.

The experimental results exhibit good agreement with the prddieseilts from the
simulations. The filter’s frequency response is shown in Figure dntilit matches with the

designed cut-off frequency very well. The average cut off frecyuérom 5 fabricated chips
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is 5.5 KHz, which is 10% variation from the designed value and thidtralso showed a
favorably support to our analysis for the frequency deviation due ttrahsconductance
networks. Pass band loss is 0.9 dB which is little lower than thelation results, 0.2 dB,
and this is due to process variations of the poly resistors. The stdprdjaction is lower
than 62 dB and this measurement is limited by the noise level of the test device.

The linearity performance has been testified using a spectmaiyzar: HP 3585A,
and the result is shown in Figure 1-12. The input voltage is lock2d atak-to-peak with
pass-band frequency at 716 Hz. This experimental results showsearesodts from the
previous simulation results,"2harmonic distortion at around -70 dB level and tffe 3
harmonic is little higher than simulation results and the reaeorthis deterioration is
possible due to the capacitor nonlinearity and the cross-coupled cagéacitbare [16] will
further surprise it. Shown in Figure 1-13, SFDR has been plot withrahff@ass-band input
frequencies. Form this figure, it is clearly shown that SFBfRain the same level with the
input signal frequency sweep and incased when input signal beyond 20@hddz This
improved SFDR is due to the higher harmonics was getting into stapvidzen input signal
close to corner frequency and have be attenuated by the freqgleaqng of the low pass
filter.

It is noticed that the whole filter linearity is worse thanampp linearity in feedback
configuration and this is mainly because of the transconductanesrkethanged the
effective feedback factor and therefore reduced total loop-gain. Thi aealysis of this
phenomenon will not be discussed further in this section but will be irtlidextended
work. Another dynamic range optimization technique [13] [24] may bel tsefurther

improved the dynamic range.
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The noise is about 5.6 Uiz up to 5 KHz and total noise at the low frequency band
is dominant by 1/f noise. This noise level can be lower by ingasie input transistor size

and of course with sacrifice some die area.

ransconductance
etworks

A mplifier

apacitors

Figure 1- 10 -- Microphotograph of the Active Die Area

AC Response of LP Filter

-10t90 1000 "M000 100000

20 A

Magnitude (dB)

Frequency (Hz)

Figure 1- 11 -- Measured Frequency Response
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REF 10.0 dBnm MARKER 716.2 Hz
10 4B/DIV RANGE 10.0 dBm 8.7 dBnm

[

START 100.0 Hz STOP 8 000.0 Hz
RBN 3 Hz VBH 1 Hz ST 2.2 HR

Figure 1- 12 -- Measured Spectrum Performance

SFDR Vs Input singal Frequency
90 -
85
80
ad
E 75 P
i /
70 o—0—0
65
60 ‘ ‘ ‘ ‘ ‘
0 1000 2000 3000 4000 5000
Frequency (Hz)

Figure 1- 13 -- Measured SFDR With Input Frequency.

The summary of the prototype filter measurements is tabulated in Table 1-3.
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Tablel- 3 Summary of the Experimental Results of the Prototype Filter

Filter Type %-order Bessel Low-pass
Technology 0.5um double-poly CMOS
Active die area 0.4 mm
Supply Voltage 5V
Current Consumption 16 mA
Cut-off Frequency 5.5 KHz (10% variation)
DC loss 0.9dB
Pass-band deviation 0.1dB
Stop-band rejection 62 dB
SFDR (2\p, 716 Hz) 70 dB

1.6 Conclusion

A method of implementing a highly linear continuous-time filter lew frequency
applications in CMOS has been proposed. A simple transconductanceknetgplaced the
large value resistors in the active RC filters in audio frequeange. The analysis of the
transconductance network’s effect related to the non-ideal opathp imain challenge in
this technique. A systematic study of this relationship provigeactical design strategy for
adopting the proper transconductance networks so that the area adswdiat@assive
components will be dramatically reduced and high-linearity is miaied. The experimental
results show a promising THD performance and frequency respahggh are among the
best linearity performance ever being reported. The prototigpedisplays the feasibility of

this technique in low frequency applications with slightly increased ampdéigign efforts.
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CHAPTER 2 TRANSCONDUCTANCE NETWORK STUDY IN HIGH
LINEAR CIRCUITS

2.1 Introduction

Resistors are widely used in circuits implemented apthrted circuit board level but
the practical implementation of resistors in standard highavelGMOS processes is limited
because of the area required for the physical implementatidheofesistors. In today’s
popular CMOS processes, polysilicon (with silicide blocking}thie only feature that is
consistently available that can produce resistors with atteactioltage coefficients,
reasonable matching properties, and reasonable processliari@ice the sheet resistance
of polysilicon in such processes is rather low (typicallyMeein 10Q/o and 50Q/0), the area
required for resistors beyond a fev2Ks very large [1] and the power required to drive small
resistors at reasonable signal levels is high andhesettwo factors that dominantly limit the
practical implementation of resistors in such processethoddh this limitation is of concern
in essentially all circuits where resistors would offeiraative circuit potential, it is of
particular concern when building active filters that operate tteraudio frequency range up
to the MHz range and beyond since the long time constants ingeremqiire either large
valued resistors or large capacitors. Some well-establigahniques have been reported to
work around this problem. One of the most popular traditionalisokifor continuous-time
filters are the MOSFET-C filters [1]-[5], in which a MQfansistor operating in the triode
region replaces the passive resistor and this structuresyst@amplement with operational
amplifier while maintaining (what of) traditional activeCHilters. Another well established

technique is g-C filters [6]-[10]. However, there is few published approactess solve the
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linearity with active transconductance cell reported in [1]-[10]thegt can only achieve THD
of about 40~60 dB. Therefore, the solution for manage the totabbpessive resistors with
high linearity is of particular interested in low distortion ciréoiplementations.

Although the two-terminal standard resistors are of particularested, those
resistors sometimes are more often used as the transconductaitee with an attractive
low voltage coefficient, which mean it provides high linear transftionship between the
input voltage and output current.

Several authors [11]-[14] have discussed the use of various passivetjguddeesistor
networks comprised of relative low-valued resistors for the emphtation of the
transconductance elements. In Chapter 1, experimental remdtproved that by using the
transconductance network, a high linear analog filter can liee@avithin very limited die
area. And the relationship between the transconductance netmebthe amplifier design has
been discussed in Chapter 1. In this Chapter, the relationshipdretive transconductance
with more general circuit characteristics such as the {mskive area, linearity, noise
performance, and process variations will be exploited in theafmlipsections. Experimental
results will be presented with the discrete circuits asaaggrof the all the analytical works.
In the last section, the issue about the mapping between tige dpsice and performance

space will be addressed.

2.2 Area Efficiency Study
The purpose to use the transconductance networks is to reduesshe gomponent
areas so that the high linear material, polysilicon, can be umsédday’s high volume

standard CMOS processes. The question about the area efficieratlipaises with this
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approach. It is considerably important to know exactly the effigésaving the die area by
using the transconductance network.

The discussion will focus on two very popular transconductance strustures in
Figure 2-1. The first is a generalization of what some autieons a T- feedback network
[11]. If the network is reduced to a single stage, this transcamiecnetwork is comprised
simply of a single resistdRs so when applied in the amplifier circuit of Figure 1-1(b)sit i
equivalent to the feedback structure of Figure 1-1(a). When atage- structure is used it
becomes the popular T network. Gener&hyis considerably less thd when using the T-
network to increase the overall transresistance, the revelise @hthe transconductance
network. The circuit of Figure 2-1(b) is recognized as an n-stagle Retwork. It was used
recently by Ismail [13] and Rijins [14] for obtaining an arffi&cient programmable
transresistance for a filter and VGA applications and is showneitighest transresistance
configuration in Figure 2-1(b). The left-most 2R resistor doescaotribute to the largest
transresistance but was included in [13] to provide for the binary grogability of the

transresistance.

*************

Rs % Rs \\\ Rs Rs
ViN :
RS, RZ\ R lour |
o (@)
R . R \ R 2R
Vin
2R 2R3\ 2RZ \ 2R lour |

Figure 2- 1 -- Ladder-Based Transconductor a) 4-Stage T-network, b) 4-StageZd®R

network.
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In both cases the basic element that is repeated to increasanther of stages is
shown in the dashed box. The distinction between the T-networkhand-2R network is
only in how the component values are selected.

It will be assumed that the width of all resistors i®éixand that a reference resistor
with this width is identified. This reference resistor can be consideredrasrasistor. It will
also be assumed that all resistors are realized withries ssonnection of the appropriate
number of unit resistors. This reference will be of minimuidthwif the goal is to minimize
the total resistor area. In Figure 2-1, it is assumed thatefeeence resistor is the resistor
designated asR” and that the nominal area of this reference resistovendoyArn. It thus

follows that the area for a resist®y is given by:

ARXN :ARN ’ (2' 1)

where Ryy is the nominal value for the resistBx and Ry is the nominal value for the

reference resistor R.

For notational convenience a reference resistor scalingrfdadf a transresistance
network has been defined as the ratio of the nominal equivalestdsistanceReqn, to the
nominal resistance of the reference resistor. Formally, it is gldid can be derived:

_ Reon
Ry

8 (2-2)

For R-2R structure, it is well known that the total equivatesmsconductance is given by a

single expression shown below:
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Re2r(n)=2'R, (2-3)
where, n denotes the total number of stages. It is clearly rshinat the overall
transconductance increases with the power of 2 and large Vanecan be achieved by
choosing a large number f Follows from (2-2) and (2-3), the resistor scaling factor of R-2R

network is given:

Gror =2". (2- 4)
For the general T-network, the expressions of the total equivaletanesisre not unique

and they are the function of the number of stage

aR n=1
(2+a)aRrR n=2
(2+a)’aRrR n=3

(2+a) -2(2+a)R

R, ={[(a+2)*-3(a+2)* +1]aR _

[(a+2)°-4(a+2)°%+3(a+2)]arR n==6

[(a+2)°-5(a+2)*+6(a+2)°-1]aR n=7

[(a+2)" -6(a+2)°+10(a+2)° -
4(a+2)]aR n=8

n=4
n=>5

(2-5)

It is assumed that in a certain general T-network, anigimatio of series resistor,
Rs, over parallel resistoRR,, has been used and this ratio is nominated. &or general T-
network, the equivalent resistance is proportiona(2tea)"* and real large value can be
obtained with even moderate large valuea ahdn. A parametric closed-form expression for
the reference resistor scaling factor for the T-network appeabe somewhat complicated
but &7 for any fixedn anda can be obtained directly from (2-5) by simply dividing the term

on the right hand side by R. Table 2-1 exhibits a comparison of the tistasres of the R-2R
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network and the T-network withh=4, 10, and 25. Wita=10 and 3 stages only, the equivalent
resistance of the T-network increases by over 3 orders of mdgrand withe=25 andn=8,
the transresistance of the T-network increases by over 11 ofde@gnitude. Although the
increase in the transresistance of the R-2R network is geonitets much smaller than that
obtainable for the general T-network when the valueisfeven modestly large.

In the next part, the study will focus on the area efficientyariother word, how
efficient those two structures to realize large valuemfivalent resistance associate with the
same limited area and this problem is probably more of comcehe practical design works.
We will define the resistance area efficiengyto be the ratio of the transresistancgg, Ro
the total resistance of the network. Formally, it is given as:

= REQ .
Rror

In (2-6),n represents an area savings factor for using a trartaregsnetwork rather than a

(2- 6)

U

single resistor for implementing a given transresistarfa®.the R-2R network, it is easily to
find that the total resistance RBrot=(3n+4)R so that the area efficiency is given by the
expression:

2n
3n+4

M) = (2-7)
For the general T-network, the total resistors used for n stage xathvialuea is given as:

Ror = (nfa+n-1)R. (2- 8)

Combining (2-5) and (2-8), the area saving factor of T-network islyesutained as below:
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a
na+n-1
(2 + a)a
na+n-1
(2+a)a
na+n-1
(2+a)*-2(2+ a)]a
na+n-1
7 =1la+2) -3fa+27 +1a
na+n-1
(a+2)° —4(a+2) +3(a+2)a
na+n-1
(a+2)° -5(a+2)* +6(a+2)* - 1a
na+n-1
(a+2)7—6(a+2)5+1o(a+2)3—4(a+2)]a N=g _
na+n-1 ' (2-9)

n=7

Again, numerical example is useful to shown how that mudhehigrea efficient this
T-network can achieve with certain realistic valuea ahda compared to the R-2R network.
For example, the area efficiency can only larger than 1 wies br more number of stages
structure being used and it takes 8 stages to improve the area efftoidfic On the contrary,
T-network offers much higher efficiency for even relatively $malues ofa andn and it will
be extremely area efficient with increasing valuea ahdn: n will be over 9 decades with 8

stage T-networks and an equals to 25. The comparison of fodanel is also tabulated in

Table 2-1.
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Reo,0 Area Efficiencyn

n|R2R T (a=) R2R T (a=)

4 10 25 4 10 25
1 2 4 10 25 0.3 1 1 1
2 4 24 120 675 0.4 2.67 5.71 13.2
3| 8 144 1440 1.82E+0# 0.6 10.3 45 236.7
41 16 816 1.70E+04 4.91E+05 1 42.9 396 4764
5| 32 4760 2.03E+0%1.32E+07| 1.7 198 3760 | 1.03E+05
6| 64 | 2.77E+04 2.42E+06| 3.57E+08| 2.9 956 3.72E+04 2 30E+06
7| 128 | 1.62E+05 2.88E+07| 9.63E+09| 5.1 4750 3.79E+0%5 31E+07
8| 256 | 9.42E+03 3.44E+08| 2.59E+11{ 9.1 | 2.41E+04 3.95E+06| 1 25E+09

2.3 Linearity with Transconductance Networks

In the previous section, it has been proved that high area effjceam be obtained
by choosing proper general T-networks and thus the area isdtirgithe implementation
of passive resistors seems to be solved. It will be very prognisinuse those passive
components with this technique since the high linearity will be aetievithout any other
circuitry design. Therefore, the key issue is to maintairhiple linearity with the total area
dramatically reduced. In the practical design process, it ieesta to reveal the factor that
the harmonic levels of the simple resistor feedback amplifieuitiwill change along with
different T-networks comprised of different valuesRafandR,. The simulation shows that
the harmonics distortions will not, nevertheless, change if ideal fe@nblas been used. This
implies that the transconductance networks will change tleitciinearity characteristics
and thus modify the distortions level which are generated mainlythb operational

amplifiers.
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In the following par, it will be presented that the transconduetaretwork will
change the feedback factr It is well known that the single resistor feedback ampldie

shown in Figure 2-2 has the feedback factor as given in (2-10).

R2
AN
R1
e
(a)

Rr2
VN Rn Vour
(b)

Figure 2- 2 -- Resistor Feedback Amplifier.

- R 2-10
pe e (2- 10

After the single resistors have been replaced by T-netwdhes circuitry is further

undergoing with YA transform for more convenient analysis.

(b)

Figure 2- 3 -- T-network Feedback Amplifier with Y-A transform.
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With the reasonable value of;dR;> and R3/R;, for efficiently use of passive
component area, the equivalent input port resistors values afietrahsformation are given

as (2-11)-(2-13):

R, = e RER” *RaRs R, =R, (R, >R, Ra>>Ry). (2- 11)
R, = e RER” "R R, =R, (R, >R, R, >>Ry), (2-12)
R, = RuR, + Rlé'jls + I:‘>11R13:> R,=R,+R,+ Rléjls — (1_,_%}&3 +R,. (2- 13)

It is very clearly to show thaRi; and Ry are significantly smaller thaf;, with the
assumptions of original T-networks. And the circuit will ben@ified further as shown

below:

Vout

Figure 2- 4 -- Simplified Equivalent T-network Feedback Amplifier

In Figure 2-4, Bywn represent the parallel combination ofcRnd R. and as discussed
previously, Rnnds much smaller thaRy, andRyy, if moderate large value chosen RYR, in

T-network for achieving high area efficiency. One can easily derive tbibdek factor as:

- R1b Rshunt . 2-14
ﬂT Rlb Rshunt + R2b Rshunt + Rlb R2b ( )
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Obviously, this feedback factor is smaller than the sirggestor feedback amplifier given in
(2-10). For multiple numbers T-network, the same analysis procedule be repeated and
the circuit is finally simplified as the same format asvaman Figure 2-4. Thereford is a
function of the number of stag®e, and the ratio ofR/R,, represented aa. This two
dimensional equation can be described in Figure 2-5.

beta Vs. number of ladder and Rs/Rp

==

ity Sty Rt e

betaeq/ beta

number of ladder

Figure 2- 5 --p1/p Vs the number of stage and ER,.

The equivalent feedback factpt reduce significantly with the increasing number of
stage and larger ratio ofsRver R. After the number of stage being increased over 3, with
even moderate ratio ofsRver R, the equivalent feedback factor is only 1%-10% of the
value with single resistor feedback circuit. Thus the higher aeffigient the T-network
offers, the lower overall feedback factor of the circuit. Acowdo [16], the relationship
between the feedback factdrand the second order harmonic distortion is briefly presented

below. The general feedback circuit model is shown in Figure 2-6.
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Y(t)

AU £ Yol gy ran(ys)?

3

Figure 2- 6 -- General Feedback System Block Diagram.

In Figure 2-6, the input signal is assumed to be comprised @dindamental and the

second order harmonic distortiotft) = A cosfwt) + A,cos@wt), and the amplifier is

modeled as the linear part plus the second ordeponent:a,x(t)+a,x(t)?. Also assume the

outputy(t) comprised of the fundamental and second order drdo® and the coeffieicents

area andb, respectively. Itis clearly to derive:

ys=x(t) - By(t)

= A cost) + A, cosRat) — ,B[acos(ai) + bcosan)] ' (2-19)

y(t) =a,(y.)+ a,(y.)
= ay(A - fa)cos(et) + (A, ~ ) cos@at) +a, B A - fa)'[cos@at) +1. 2+ 16)

(A, - F0)? O (2at) + 2, (A - fa)(A, = Ab)-5[cos@at) + coset)]

After the each frequency component coefficient §eiarted, the expression afandb can

be derived as:
a=a,(A-pfa)+a,(A-La) (A - ), (2-17)

b=ay(A,~ ) +2 0, 1A - o)’ 2- 18)
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Solving above two equations farandb with ignoring the coefficients, since it is usually
significantly smaller thana;, the fundamental and second order harmonic distortions

coefficients are give by:

0 A% (2- 19)
1+ fBa,

1
alAZ +§a2'612

2- 20
@+a,B) (220

Thus the harmonic distortion due to the second order nonlinearity would ke ftemn (2-

19) and (2-20) as:

b _a,A +05a,A°

a  Aa,(1+pa)’ (&-21)

If (2-21) is further simplified with the assumption that good signal sources witth small

value ofA; has been used, the ratio of the second harmonic distortion over the fundamental is

shown as:
bold, 1
a 2a ~(1+ap) , (2- 22)

From (2-22), we can see that the distoriton level will incradeifeedback factgr has been
reduced and all other circuit coefficients are remian unchanged.iifdssume the amplifier
has significantly larger linear coeffieicemt than the second order harminc coeffieiapt

(2-22) can be modified as:

bpla, A (2- 23)
a 2a (a.8)°
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From (2-23), approximately say, the second harmonic will be propdrtimtiae reverse of
B2 and it will rise about 12 dB witP reduce by half. However, the circuit shown in Figure 2-
2 is different from the general feedback block diagram shown ind-2ufr. The experssion

of the negative input nodé derived from Figure 2-2 is expressed as:

V. =vi{ij+vom[ i ] (2- 24)
R+R,) "\ R+R,

And the modified the general models is shown:

Y(®)

XOTY Yo aiyeranlys)’

Figure 2- 7 -- General Feedback Block Diagram of Figure 2-2 (a).

In Figure 2-7, the feedbag¢kand the input coefficientare given as:

B= Rl'}% : (2- 25)
y= RleRz . (2- 26)

The same analysis procedure of (2-15)-(2-18) have been repeated and the
fundamental coefficient, the second harmonic coefficient, and the ratiedrethhose two are

then given by (2-27)-(2-29), respetively:

Aya, i
0 A (2- 27)
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1 .2
a1A2y+2a'2A1y2 (2- 28)
L+a,p)’
EDE&A&%DE& Al[yz_ (2- 29)
a 2a, ‘(@Q+apf)? 2a, (a,6)

For the sepcific circuit shown in Fig2-3, in which, the T-network i@gadathe single

resistor to realize resistor feedback amplifier, if the unit gain is regjuiney is given:

- R2b Rshunt (2_ 30)
Rib Rshunt + R2b Rshunt + Rlb R2b -

Vi

Soyr shares the same value [asif the symmetrical T-networks are used in Figure 2-3, in
which caseRy, equals toRy,. If the different T-networks are applied to the same circuit
which only changed the feedback facforand input coefficienty and left other circuit
coefficents unchanged, such ag A, a; andap, the second harmonic distorion associated
with the amplifier given in (2-29) will be proportional to the neeeof p and it will rise
roughly about 6 dB with every half reductionfof

Experimental results will be shown in the following part to yethie close form
analytical conclusions. Simple discrete time circuits has beérupuiccording to the Figure
2-3 and the operaitonal amplifier is chosen AD8032A from Analog DewesSpectrum
analyzer, HP 3585A, has been used to verify the harmonic distortidnHevehe first set of
testing, simple single T-network have been used with differenesadf series resistors and
parallel resistors and the overall equivalent transconductancbeleasremaind the same.
Because it is very hard to estimate the distoriton level witkiworving the exact values af
and oy, the second harmonic distortion level with single resistor has bsed as the

reference point and the linearity degradation due to the diffen@mconductance networks
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resulted from both analytical equations and spectrum analyzeormgared in the Figure 2-

8.

1-Stage T-network Linearity VS B | —s— Theo. Results

—e— EXxp. Results

-20

0.1

0.01

-30

A

-40

-50

2nd Harmonic
Distortion
(dBm)

-60
-70 -

B (Log)

Figure 2- 8 -- Linearity Degrade Vsp Change of 1-stage T-network.

It is clearly shown that the experimental results match tlagytical predictions very

well except for the smallest value fAs addressed in [15], the changeé3dalso influent the

low frequency gain and frequency response of the amplifier. \Rregsproaching to really

small value, the frequency response is also deteriorated gbeatsscond harmonic distortion

level is even worse than what (2-29) predict. This differeneaveen the theoretical

prediction and measurements is more obviously in the followrdigin which 2-stage T-

networks are used with more aggressive redoedues.
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—eo— Exp. Results

3-Stage T-network Linearity Vs g | —®—Theo. Results

o -15 TT T 1T T T T T T T 1T 1T 7T T T TTT T T T T T 1
g c -25 0.1 [0%ef 0.001
o ~
£ ©
£S5 35 e
IS
© A -45
c
(qV]
-55
-65 L

B (Log)

Figure 2- 9 -- Linearity Degrade Vsp Change of 2-stage T-network.

Figure 2-8 and 2-9 verify the theoretical analysis and demdmstine trade off
between the linearity and feedbapk Because the higher area efficiency achieved, the
smallerp resulted, the trade off is actually between the areaieifty and linearity with

implementation of transconductance networks.

2.4 Transconductance Networks and Noise Performance

In the previous section, the relationship between the linearity esedbéck factop
has been discussed. The next very important circuit charactesigtie noise performance.
Noise level is the major fundamental limitation of the performafcealmost all the
electrical circuits and for some system, such as communicadigsiem, noise is a more
important concern. So understanding the relationship between theotrdnstance networks
and noise is of particular interested and will be presented in the following g@inagr

At first, only the thermal noise from the passive components isntaki®

consideration. The simple resistor feedback amplifier noise model is shown ia Ei@0Or
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Vout

Figure 2- 10 -- Noise Model of Simple Resistor Feedback Amplifier.

It is straightforward to derive the total output noise due to thosedsistors:

ntot —

RZ
V2 —(I§R1+IfRf)EIRf2:4KT(Ef+ Rf} (2- 31)

Then the single-stage T-networks are used to replacdanile sesistordR; and Rr and the

noise model is now shown in Figure 2-11.

Iz_n,RB I2_n,Rf1
Rf Rf
I* Lril I, Riz | MR
) /. sz
N
V.| Rij Ri3
MW s

P i Rz o

Figure 2- 11 — Noise Model of Resistor Feedback Amplifier Using T-netwks.

In Figure 2-11, the transconductance is achieved when (2-32)-(2-33) are hold:

BaRayig 4R, (2- 32)

RTTR,

www.manaraa.com



44

R..[R
R = fllq f3"'Rfl"'Rfs' (2- 33)

f2

The noise analysis will start from the input transconductance netwowhich Ry; andRy,
can be considered as parallel connected because both are connecwmehtb 4nd this
paralleled resistor will serious connected witis. R’he parallel connected total noise current

and equivalent resistors are given as (2-32) and (2-33):

12, +12, = 4KT (2 + 1), (2- 34)
_RyR,

IR, = (2- 35)

RalfRe =7 TR,

Then the two noise current sources will pass the equivalestaregiven by (2-33) and it is
series connected witR 3 then. Thus it is more convenient to express this noise saurce i
voltage so that it can be added directly with the noise sowneRys. The input T-network

and the total equivalent noise sources can now presented as below:

2 —_ 2 2 Rll ‘:RlZ -
an,tot _Vn11//12 +an3 - 4KT[ Rll + Rlz + R’l3} ’ (2 36)

_[ RuRp, ]
&q—(Rll+R12+RBJ. (2- 37)

For the feedback T-network, theATtransform has been performed here again.
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R1_eq
Vout

Vin
% \w ™ Rfc

Figure 2- 12-- Noise Model of Simple Resistor Feedback Amplifier ti Single Stage T-

networks.

The values oRy,;, Ry andR. are listed below:

R =Rt R R tRe Ry (o | RiaRig| (2- 38)
R
1 fl
Rfl Esz +Rf2 ERf3+Rf3|:Rf1 - Rf1+Rf3+ RflRfB , (2' 39)
f2

R. =
fb sz

R, RfZJ. (2- 40)

f3

R = Riu[Rio* Rf;[R” *Ris R (Rf1+ R, +
f3

Three noise current sources, Hieq % rtas 1P, Will flow through the R, and contribute to

total output noise and the total output noise is derived as

Vnz,tot = (I r?Rleq +1 r?fa +1 r?fb)Dszb
) _
[RflRf2+RflRf3+Rf2Rf3] . (2_ 41)
_ Rf2 [RflRfZ+RflRf3+Rf3Rf2]Rfl
= 4KT 2 +Ry,
RllRlZ + Rl Rf2
Ri+R, =

Beware of the factor th&, equals tdR;, the noise level in Figure 2-11 and Figure 2-10 will
be determined by comparing the first two components in the bratk2t41) with the term

“R%/R,” in (2-31). In order to simplify the analysis, assume tRat=R:s=aRi, and
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Ra=Rp=aRp, with combing (2-32) and (2-33), the ternR%/R,” then can derive as

following:
2
I:[RflRfZ + RflRfB + RfZRfB
sz Rf 2 2 R?z
—= =(a®+2a]—=. (2-42)
R, RiRis + RuR, + RpR, ( ) R
R,

And the first two terms in the bracket of (2-41) can be simplifssfbowing:

2
l:[Rflsz +R R+ szRfa]:l
R, +[Rf1Rf2+Rf1Rf3+Rf3Rf2]Rf1
RiR: g, R,
RitR.
{asz +a’R, Rf}
R 2+ 2
_ : 2fz2 - (a Za)lifz (@R, ] (2- 43)
aR, +a'Rj, +aR; R,
(a+DR,

= (a® +2a)a+ 1)F§?f22 +(a2+2a)aR,,

2

For unit gain resistor feedback amplifier, we h&seR1,, and then total output noises of

single resistor and T-network are given in (2-44) and (2-45), respectively.

V2 o snge = 4KT|(@% + 2a)R, + R, | = 4KT[2(a? +2a)R,, (2- 44)
V2 or = 4KT|(@% +2a)f2a+1)R,, + R, | = 4KT[2(a +1)(a® + 2a)R,, |. (2- 45)

Comparing (2-44) with (2-45), it is clearly shown that the totalenoisthe circuit using T-
networks has increased the total thermal noise associated wipadbiwe components by a

factor of(a+1).
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Beside the passive components, another major noise contributordp t#map. The
relationship between the transconductance networks and the noise tdeeopamp will be

exploited in the following.

For the simplicity, the noise sources of the amplifier will be presentediagla

voltage noise source at the positive input port as shown below:

Rf
—MWA-
Vin R1
$ -/ W - - Vout
V2n,opamp

Figure 2- 13 -- Noise Model of Simple Resistor Feedback Amplifier viitNoisy Opamp

In Figure 2-13, single resistors are used and the total outsé doe to the opamp is given

by:

R +R
VOZUT,n :Vnz,amp[ le RlJ ) (2- 46)

After the T-networks have replaced those single resistmrdhee same transform process has

been done, the equivalent noise circuit is shown below:

be
—/ -
Vin Req']
$ | Vout
Rfa *
2
\ n,opamp

Figure 2- 14 -- Noise Model of Simple Resistor Feedback Amplifier Adt Y-A

Transformation.
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The total output noise due to the opamp is then given:

2
R R
VZourn = (l+i+iJ w2 (2-47)

n,amp*
Rfa Reql

With the summation of (48) and (33), the total noise of unit gain resisgifer is given:

= 4KT 2R, )+V2,, 4 (2- 48)

2
Vout,tot,sin gle namp -

Also the total output noise with the symmetrical T-netwodssstor amplifier is shown below

from (2-45) and (2-47):

V2 o = KT (2R, Ja+1)+V 2 ame E(a+1)% (2- 49)

out,tot,n

Through the comparison of (2-48) and (2-49), we can see that tleeassisciated with the
passive components and opamp has been increased be the fa@erl)ofand (a+1)?
respectively. Similar with the trade off between the lineaaity area efficiency discussed in
the previous section, the trade off also exist between the nofeenp@nce and area since the
higher value ofa, the more area will be saved with the transconductance netwidnlss
magnify effects on the noise level will be verified through thiefahg experiment. A simple
resistor feedback circuit with both single resistors and ¢carthictance networks as shown in
Figure 2-3 (a) has been built using discrete components. The opamp is cD@33PA from
Analog Device Inc. and the spectrum analyzer, HP 3585A has beerioutesi the noise
spectrum density. The noise from the signal generator; HP33HE2@Ainternal noise of the

spectrum analyzer are added to (2-49):

V 2 =4KT (2Rf )(a + 1) +V Z“vamp m'(a + 1) ? +Vn2,source +Vn2,interna| '

out,tot,n

(2- 50)
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The input and feedback resistors are chosen aQ amd the input voltage noise of the opamp
is 15 nVAHz. There are total 5 different single-stage T-network haem bested with the
value of a ranging from 8 to 100. The theoretical values resulted from (2a6d) the

measured results are shown in Figure 2-15.

—e— EXp. Results
Thermal Noise with the Rs/Rp | —#—Theo Results

(uV/NHz)
O P N W b On

Thermal
Noise

0 20 40 60 80 100 120
a=RYRp

Figure 2- 15 -- Noise Spectrum Density Vs a of Single-stage T-network.
From Figure 2-15, the measurements match the theoreticaisresty well and it is clearly
shown that the trade off between the noise and area efficieitby transconductance
networks.

For above experimental results, the noise from the amplgiesomparably small
compared to the noise from passive components. It is more efficierd kowgsoise amplifier
with the transconductance networks if the noise is of major oorstece the noise from the
amplifier will be increased by a factor @+a)? and that will be dominant with even moderate
large value of.

The noise problem will be further studied by assuming that niagor noise
contributing to the amplifier are from the input pair and ¢berent source pair. It is well

known that by increasing geometrical ratio of the input diffgaepair transistors, the input
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referred noise will reduce. Therefore, there is a trade dffdmn the area used for passive
transconductance networks and the active input transistorstdttieutput noise is fixed. A

simple fully differential input, single end output amplifies shown below with major noise

sources.
T
V2n M3
o RS [ m
V n,M4 ﬁt

Vzn M1 V2n,M2
5@4 I:'Vh Mz:l |‘®—<|7

Vbias

= [, Ms

Figure 2- 16 -- Noise Sources of Simple Amplifier.

The gain of noise source at current source paiftvlthe output is given by:

Om
Amaas = 93'4 . (2- 51)

Here, go represents the equivalent output conductance cothpnsgtly by M and M.
Assume M and M, are perfectly matched and the total output thermal noise is prdser(2-

52):

V2

n,outopamp

=4KT(—2 +29r;3j. (2- 52)
30w  3%m

Now the issue about the increase of the active area to cortgpémsanoise enhanced due to
the transconductance networks is discussed. In order to tedat®ise of the opamp to the

area, all the gwill be expressed as:
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0= [ prcorto (2- 53)

And the now the total output thermal noise is expressed as:

Vnz,out =8KT W +
[Lj 2:l’ln(:OX I D1
1

Assume(W/L)/(W/Lx=0, u/Hp=K, andlp:=Ips. If the total output thermal noise if fixed, so

(] 26001 | (2- 54)

W
[j 2:unC0X I D1
L

the input transistordV/L ratio has be to increased by a factorooto compensate the
enhanced noise due to the transconductance with a series to patialkel The equation can
be derived as:
1 VO _1+0K
—+ = -
Ja o  (a+))

The value ofa can be solved from (2-55) for certain process and design in whset ttee

(2- 55)

value of6 and k is determined. Thus the designer can use this value to estiraaarea
needs to allocate with active components, especially input paiceftain and compare it
with the area saving by the transconductance networks and byngutlgbse two, the
optimum area can be achieved with the noise constrains.

Circuits shown in Figure (2-10) and (2-11) are simulated usingricadto verify the
analysis in above by using the amplifier shown in Figure 2-16 siffgge resistor was set to
1 M Ohm in order to test the noise performance when this techmqueed in audio
frequency range. For T-network,1RR13=Rn=R:=10K, Ri>=R;=100, thus a is set as

10K/100=100. The amplifier is telescope cascade two stage amplifier as shaogunerivt3-
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7. For single resistor, the total noise calculated from (2-46)iéal op amp and integrated to
5 KHz should be 13 uV.
From (2-49), we will predict the total noise of the T-network wi#lv(a+1) times
greater than what for the single resistor. In this exampi&Q0@ so the total output noise
voltage integrated up to 5 KHz is about 130 uV. For more accuralgsanahel/f noise

should be included also from the input pair of the amplifier:

K__ (2- 56)
WLC,, f

2 _
Vot =

Then the same as thermal noise, this noise will be amplifie@+il) times. After all the

coefficients have been set as: K=1.38%0 W=4*31.8 um, L=1.2 um,

Cox=3.%0/Tox= 2.4665%107° pF /un?, the calculation results and simulation results are listed

to do the comparison in the Table 2-8:162.412m gn3=1.33m).

Table 2- 2 Calculated Noise Compared with Simulated Noise.

Noise Analysis and Simulation Results
Resistors Ideal Opm Real opm (GB=95M)
Total output Calculation Simulation
noise Calculation (uV) simulation (uV) (uv) (uv)
Single R
(R=1 M) 13 12.96 20 20.23
T-network
(Rp=100,
a=100) 130 130 1555 1575
T-network
(Rp=1000,
a=30) 84.9 73 479 478
T-network
(Rp=12500,
a=8) 39 38.8 144 145.3
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Table 2-2 shows the highly agreements between the calculatpdtowtnd the
simulated results. In the previous sections, the linearity and mad off with area has been
addressed and we can see the more area saved, the higher distwrtnmise level would be
expected.

From above discussion, we know that high area efficiency will benelotavith the
price of linearity and noise performance. However, therelisagbther trade off interested
and worth being paid attention, the trade off between the linearitp@ied. In the previous
sections, the symmetrical T-networks, in which case, two sseesistors have the same
value, are chosen for the simplicity. Those two series resiatersiot necessary to be the
same in real design and if asymmetrical T-networks are ohdsere is one more design
freedom than the symmetrical transconductance networks. Aganirahsconductance
networks replace the single resistors as shown in Figurea2-3arid the ratios of series
resistor over shunt resistor am;=aRiy, Riz=bRi,. After Y-A transformation, the
relationships of the resistors in Figure 3 (b) are given beloasstimeR;,=R»,=R and for

unit gain feedback:

b

Ra=R+bR+5R, (2- 57)
R, =aR+bR+abR, (2- 58)
R=R+aR+ER. (2- 59)

The same analysis is presented and the new value of shunt resistors in FBgigaved:

Rusn =R R, =5 @41+ 2 R (2- 60)

The equivalent feedback faciris calculated:
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- Rleshunt
Ry Rafunt * oo Rspune + Rip Ro

By

ab+a+b
a+b+ah?+2abh+b?’

_1 i
=3 (2- 61)

The term ‘ab+a+b” is actually the resistor scaling factbdefined in (2-2) and (2-60) can be

modified as:

(2- 62)

It is interesting that the feedbagBk is proportional to the reverse lofand independent
of another T-network parametarlf the linearity is the first priority among the speations
and the area efficient is limited somehow by linearity, @@isd amplifier characteristics, the
larger theR;; should be chosen to result the lar§erand the better linearity. In the next part,
the noise performance will be analyzed with asymmetrical T-networks.

Rewrite (2-41), however, the equivalent resistor in Figure 2-12 areethiffes those in

the previous sections as shown below:

R.Ll:aRZ’R.B:bRZ’Rfl:aRfZ, Ri;=bR;,, (2- 63)
b

R, :(1+b+5)Rf2, (2- 64)

R, =(a+b+ab)R,,, (2- 65)

R, :(1+a+%ij2. (2- 66)

The total output thermal noise due to the passive components then is given by (2-67):
V2 . =8KT(a+b+ab)a+1R,,

n,out,R

=8KT[6(a+1)|R,,. (2- 67)
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Using the same approach with the noise due to the amplifier, the noise due to therisplifi

then given:

V2 =42 . (a+1). (2- 68)

n,out,opamp n,opamp

The total output noise is the summation of (2-67) and (2-68) and expressed in (2-69):

V2 o =8KT[A@+1)|R,, +4 W2, . (a+1). (2- 69)
It is clearly shown that the total output noise is only proportiaiidd the T-network
coefficient a and independent of another coefficidmt Therefore, with the fixed area
efficiency, a better noise performance will be achieved thighlarger resistor gin Figure
2-3. Combining both (2-62) and (2-69), the trade off between the lineardynoise is
brought forward. For a given area efficiency, the linearity lmarboosted further by put a
larger resistor ofR;; in Figure 2-3 and a smaller resistor Rf; to maintain a certain
equivalent transconductance. While for the concern of noise perfornthadarger resistor
should be put behind the shunt resistor in the T-network. An experimestst exhibiting
this linearity-noise trade off will be shown in the followingrp The total equivalent
transconductance is set to be 1 u and the same opamp and spectrum analyzer hed lmeen us
this test. There are two sets of different T-networks arkided. For the first set, three
resistors values ar®;1=10 KQ, Ri,=1 KQ, Riz=90 KQ and the second set resistors values
are:R;1=22 KQ, Ri=1 KQ, Ri7=47 KQ. The simplest method to testify this trade off is just
to sweep thér;; andR;3 and measure the noise and harmonic distortions in each resistor set

up. The noise and linearity will be plot out with the change of the 0&iR;1/R;2, a, and this

trade off relationship is shown in Figure 2-17 below.
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Figure 2- 17 -- Noise and Linearity Trade-off with Asymmetrical T-netwoks.

From Figure 2-17, after the fit-line was used, the noise asex approximately linear
with the value ofa and the second harmonic distortion decreased roughly in letgnship
with a. Those match the analysis for linearity and noise given 4B9)2and (2-50) and
demonstrate a design freedom to choose high linearity or tise raccording to different

applications even with the area efficiency constrained.

2.5 Mapping Between the Design Space and Performance Spaces

In the previous section, the relationships between the linearity name and
transconductance networks have been discussed. From both the anahgieiperimental
results, different trade offs are exhibited among the linear@iige and area efficiency. Trade
off is the basic design strategy for circuit designers ane thie all kinds of trade off in the
circuit design works. The most fundamental trade off is betweerdesign space, which
contains all kinds of design parameters, and the performance ,spies encloses all the
specifications. It is very interesting to exploit the mapping betwthe design space and

performance space. Two possible kinds of mappings are shown in Figure 2-18 below:
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I
Mapping :
3 | 3
1 I 1
Parameter Performance | Parameter Performance
Space Space : Space Space
|

(a) (b)

Figure 2- 18 -- Two Kinds of Parameter Space Mapping to Performance Space.

In Figure 2-18(a), a very regular mapping between the paransgace to
performance space has been shown. In this kind of mapping, when the giesigeters get
more stringent values, the performance space also reduce to afirection and this
tendency of the change is monotonic. Or reversely say, when the lpgiHiermance is
required, the more stringent design parameters are alwaystexpén the Figure 2-18(b),
the mapping between the parameter space and the performanceusp@cegular. In this
case, when the design parameters are getting less flettielgperformance space is not
always changing to certain direction. In another word, a redelsign parameters space will
map to a twisted, non-monotonic performance space. The second sitigatmertain
unfriendly for the circuit designers because it will make theigdeprocess with no
predictable direction and furthermore every change of performspesgfication will result
lots of redesign. On the contrary, the regular mapping is much easier fositye pi@cedure
because the changing of the performance associate withncelégign parameters is
predictable and the designer can always change the desigrepensato certain direction for
each re-define specification. Even though, the common experience tstinggesmost all the
circuit design works are somehow based on the first mapping properpyjssigly no
reported work really addressed this issue. In the followimg gee mapping characteristics

between the parameter space and performance space will be Senanse the analytical
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work in the previous sections have proved that the trade off betweaim agsign parameter
and circuit performance can be described as a simple mathanegfimtions such as (2-29),
(2-50) and will not be repeated here, etc, the computer simulations will théouseploit this
mapping properties.
A continuous time low pass active filter has been chosen guabetype design for
the study of the parameter space and performance space mappuhi;hrthe resistor will

be implemented either with single resistor or transconductancenkstvas shown in Figure

2-19.

C

||

[

P a— <: Rs B Rs
RT2 Re P

E——
\/lN_ RT1 - n stage
+ Vout

Figure 2- 19 -- Prototype Circuit for Study of Parameter and PerformanceSpace
Mapping.

The first step is to define the proper parameter space andrparfce space for
above circuit. The performance space is representeB{@s P, Ps,-.-.}; P, Pzr----P
represent the performance specifications such as THD, SNR, gresess variatiod, etc.
The parameter spac€{xi,X,Xs,...,.%}; X1, X, ...,% contains the design parameters such as
number of ladders, ratio of Rs over R, a, unit resistor sheet widtw, parallel resistoR,,
etc. Theoretically, the performance specifications are theifurscof the design parameters

and can be described as following:
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5ﬁ = f,(Reep, N ALW) (2- 70)
Regn

SNR= f,(Rger, N a,wW), (2-71)

Area= f,(Ryee, N a W), (2-72)

THD = f,(Rege, N a,W) . (2- 73)

If function f;-f; can be derived with close form expressions, the mapping betihEed
dimensional parameter space and performance space will bdy depicted. However,
deriving those close form expressions is not very practiocdl emen the close forms are
available, it is not straightforward to determine the charetics. So the simulation will be
the first choice to study this problem. For the circuit shown in Figure 2sk@me the transfer
is given, the design parameter space is defined{@s:Rr1, Rr2, w, a, n} Some constrains has
to be set to set in order to explore the relationship betweepdrformance space and the
parameter space. Because the purpose of this paper mainlysfatu$ige transconductance
network, the value of the capacitor will be fixed as @5 For a given transfer function, the
corner frequency and the DC gain are then defined. Therefore, thealequi
transconductance &r; andRr; are determined. From precious discussion, it is obvious that
the shunt resistoiR), ratio of series resistor to the shunt resistprafid the total number of
stagesrf) will determine the overall transconductance value. If assbheeeries resistors are
comprised of the unit shunt resistors, the width of the fmoignplement the shunt resistav)(
will determine the total passive component area. The parameter spacedbéned asx{ w,

a, n} and the performance space is givenP@area, THD, SNR, process deviatigp( In

order to simplify the problem, different 2 dimensional mapping @l presented in the
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following part instead of the multiple dimensional mapping, Wiécnot easy to be described
and understood.
The first mapping is focus on the linearity and total transcdadoe area in the

performance space. From the section 2, we know the total T-network gresnis

A= A % - (2-74)

And Arer denote the area of reference shunt resistor and it is given by:

= E ...
AREF Rd unit

(2- 75)
Here, R is the sheet resistance and it is QM for AMI 0.6 um process and thé/
represents the width of the poly resistor square and it is clagske2 um for this simulation.
The circuit shown in Figure 2-19 has been simulated with the trans¢candeaetworks with

different value ofa, n andRp The linearity and total transconductance area are shown in the

figures below.
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Figure 2- 20 -- {Rp, n, a} Space Mapping to {THD, Area} Space, set I.

Above figure shows the first set mapping in the ParameteceSplae number of stage n

ranges from 1 to 8, the reference resistor values changesl®®nto 1000, and the a is

dependent variable with given transconductance value. Because an integer number, the

parameter space is not cover all the area instead it dwvelidcrete lines defined loy The

performance space is a narrow strip and the area range® 86627 mriito 1 mnf and the

THD ranges from about 30 dB to 140 dB. In the next step, the paraspstee will be

diminished gradually and the corresponding performance spaces will be shown.
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Figure 2- 21-- {Rp, n, a} Space Mapping to {THD, Area} Space, set Il.

In this set of mapping, the parameter space is reduced by slagrélae number of

stage n, which ranges from 3 to 8 dRgkr range remains the same. Correspondingly, the

performance space also reduced by losing the most up-right @omdéhe area ranges from

0.00027 mrfiito 0.0058 mrhiand the THD locates between 30 to 79 dB.

Parameter Space

1200 ~
1000
800 - =
g ; n=4
E 600 n=3 =
: 114nte 4 X
400 \. \
a N ~
o] T T |
1 10 100 1000
Attenuation a
Performance Space
L d
% 0.0051 -
¥ 0.0041 ~
g 0.0031 -
E 0.0021 v s >
'@ 0.0011 3 2 hd 2
0.0001 P adad

20

40

60

80

Linearity (THD dB)

100

Figure 2- 22 -- {R,, n, a} Space Mapping to {THD, Area} Space, set IlI.
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In the set Ill, the parameter space decreases from teredif directionsn range
from 2 to 8 andRger range from 100 to 80Q. The performance space now not only lost the
most up right area, but also shrunk to be narrower: THD has a cir§0dB, 91dB], Area
has the range of [0.00027rfin®.0163 mr. If the parameter space is further reduced, the

mappings between tow spaces are shown below.

Parameter Space

1000 +

S mmm=
400 \ ' }?”:é{ x\n=3
200 "7\ = \_ \e

1 10 100 1000

Rref (ohm)

Attenuation a

Performance Space

0.0051 *
0.0041 -

0.0031
0.0021

Resistor Area (mm”2)
*

0.0011
0.0001

0 20 40 60 80 100
Linearity (THD dB)

Figure 2- 23 -- {R,, n, a} Space Mapping to {THD, Area} Space, set IV.
After the design space has been reduced furthemwahge between 3 and 7 aRgkrrange
from 200 to 800, the performance space reduce correspondingly and thenigéDroem 33

dB to 74 dB and the Area range from 0.0005tor0.005 mrh
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0.0041
0.0031

0.0021 *>

0.0011 ® o
0.0001

Resistor Area(nm™2)

o 20 40 60 80 100
Linearity (THD dB)

Figure 2- 24 -- {R,, n, a} Space Mapping to {THD, Area} Space, set V.

With the design parameter space keep shrinking, the performpace also keeps
reduce. In Fig. 24, the parameter space contaiaaging between 4 and 6 and fRdocating
between 200 to 50Q, the corresponding performance space has the THD between 38 to 73
dB and the total transconductance area between 0.00061tanfn0021mrh Fig. 20-24
exhibit the mapping between the parameter spac®4 to the performance spacé& KiD,

Areg and it is clearly to show that with the regular reducing thearpater, the performance
space will shrink according to each step of the reduction of treemgter space and this
diminish is regular and monotonic. The mapping between the spadg} to another

performance spacd HD, SNR will be presented in the following part.
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Figure 2- 25 -- {R,, n, a} Space Mapping to {THD, SBR} Space, set I.

In Figure 2-25, similar with in Figure 2-20, the performance speenarrow long

stripe implying that the number of stage or Ryevalue really stretch the performance space

{THD, SNR just like it did on the performance spacéHD, Areag so that the mapping is

expected to be similar. The first step is also to reduce the numhtagefas shown below.
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Figure 2- 26 -- {R,, n, a} Space Mapping to {THD, SBR} Space, set Il.
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Figure 2- 27 -- {R,, n, a} Space Mapping to {THD, SBR} Space, set lII.
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Figure 2- 28 -- {R,, n, a} Space Mapping to {THD, SBR} Space, set IV.
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Figure 2- 29 -- {R,, n, a} Space Mapping to {THD, SBR} Space, set V.

With the reduction of the number of stages, the performance spaneshgak from
the most up right corner and the linearity range decreasesteoaoriginal [30dB, 140dB] to
[35dB, 94dB] and the SNR also contract from [8dB, 88dB] to [10dB, 60dB]. In tlusvioh
figures, the parameter space will keep shrinking and thespameing performance change
will be shown. As shown step by step from Figure 2-27 to Figure Zh@%drameter space
reduces from two directions, the number of stagesd the shunt resistor valtRger. The
performance space will regularly diminishes also in two dinoassilinearityTHD and the
noise performance&SNR The parameter space and performance space in Figure graeé-Fi

2-29 are tabled below.

Table 2- 3Parameter Space Mapping to Performance Space

Mapping # Parameter Space Performance Space
n, # of stage Rref THD SNR
1 [2, 8] [1032,100d2] | [30dB, 131dB]| [8dB, 88dB]
2 [2,7] [10@2,100d2] | [30dB, 92dB] [ [10dB, 56dB]
3 [2, 8] [5002,10002] | [43dB, 92dB] | [22dB, 57dB]
4 [1,6] [20@2 ,100A2] | [38dB, 131dB]| [21dB, 88dB]
5 [2, 5] [50@2,100A2] | [54dB, 92dB] [ [25dB, 57dB]

With the figures and table above, it is clearly to show thatnwthe parameter space
regularly shrinks, the performances space will also diminish regulartyding to every step
change of the parameter space and this change is monotonic. Baekpi@diction in Fig.

18., the mapping for this circuit between the parameter gpade&} and performance space
{THD, Area} and {THD, SNR}is the same as described @3, even the corresponding

performance space is much narrower. Revealing this mapping yrepkrgives the circuit
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designers confident to scale the design parameters manemffivhen facing the difference

specification requirements.

2.6 Transconductance and Process Variation

One of the most popular applications of the transconductance networldsearén
the high linear active filters in low frequency applicationscdese the transconductance
networks will replace the single large value resistors, whiehuaed to define the time
constant in the filter, the actual value and the process variatidindirectly determine the
accuracy and the yield of the filters. The are many tuningntgues for adjust the time
constant of the active filters due to the process and temperattiatioves of the poly
resistors have been published and they have done good job to overcameitttisti of the
poly resistors. To understand the process variations associatedheitransconductance
networks versus to the single resistors will be very useful m dpproach when those
existing tuning technigues can be adopted. For example, if the proadstion of the
transconductance networks is somehow worse than the single segistotuning range will
need to be enlarged when it is used to adjust the corner frequercgrtain accuracy
requirement. In the following part, the process variation of the twot rpopular
transconductance networks will be studied compared to the single resistor.

A major factor that limits the practicality of these netkgis their sensitivity to
process variations. In this section the sensitivity of these niedworprocess variations will
be considered. Two issues are of particular interest. Fiteeigssue of how the nominal
transresistance varies with process. The second is how theesiatarce varies with die-

level variations.
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In regard to the variation with process parameters, it should be nlo&t the
transresistance of all of the ladder-based structures caxpgsessed as a product of a
geometric factor and the resistance of a reference redistbus follows that the process
sensitivity of the transresistors is the same as thatstdralard resistor in the same process.
The issue of die-level variations will now be addressed. The compowéndie-level
variations that is associated with uncorrelated deviations of wejgkead devices can be
considered as part of random process variations. In what foll@wsilvassume that layout
techniques are used in the transresistors to compensate for gedftietst and that the local
random variations will be the dominant factor affecting the vaditwloif resistors. It will also
be assumed, for convenience, which the edge roughness effects esista@ boundary are
negligible compared to the random variations of the sheet resigtaribe resistor body.
Under these assumptions, it is well known that the variance ofangetar resistor of length
L and width W and value JRdue to local random variations in the sheet resistance can be

expressed as:

2
2 7t
O'r, =

Ryn Rx

el

(2- 76)

>

where 4, is a process-dependent constanty i the nominal value of the resistor, and

Arx=WL is the area of the resistor. Our goal will thus be to see hewariance of a
transresistor compares to that of a basic rectangular resistam. becshown that the variance
of the transresistance can be expressed in terms of the eaofthe reference resistBrby

the expression:

O-ZREQ = h0'2j . (2- 77)
REqN Ry
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where the term h is dependent upon the architecture of the tralmseebigt not upon the

process. It thus follows from (2-76) and (2-77) that:

2
Gt =h L2 (2-79)
RESN AR
It can be derived from section 2.2:
=1 2-79
A= g Ao (2-79)

Combining (2-77), (2-78) and (2-79), the standard deviation of the equivalent

transconductance network can be expressed as (2-80):

2
o {ﬁ}ﬁ. (2- 80)
= ,7 ATOT

Reon
The term in brackets in (2-80) is a variance scaling factor andependent only on
architecture of the transresistors and the dependence on prockssea has the same
functional relationship as for a single resistor as evidencexbimyparing (2-80) with (2-76).
We will now consider the variance scaling factor.
From quite straightforward derivations fbg n< 3, the values oh are given in (2-

81) and (2-82) for R-2R network and T-structure, respectively, and hahgiarnaecomes
quite tedious for n>3.
05

n=1
hg,r =90.5625 n=2, (2- 81)
0.707 n=3
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1
— n=1
a
a’ +2(a+])2
- n=
da+d)’ .(2- 82)
he =128 +32 +4a+2
_— n=3
da+2)’
2a(a3 +53°2 +6a+])2 +2a(a3 +432 +4a+])2 +2(a4 +43° +3az)2 +(@* +4a® +4a?)
(a“ +6a° +1@° +4a)2

Substituting the parametdnsd, andy required in variance scaling factor we obtain from

previous analysis and the term in the bracket of (81) can then be expsessed a

345 n=1
{M} 15625 n=2. (2- 83)
Tlrr 19123 n=3

The variance scaling factor is tabulated in Table 2-3 for botfRtBR network and
T-structure. The variance scaling factor increases withneh & the T-structure, also
increases with a. In both cases it becomes considerably ldrgerl for large n. This
information should be useful for determining the area that must beatdd to the
transresistance networks for achieving a predetermined acceptabledt@ndation.

Although we will not go into details, it can be shown from (2-788%2 and (2-83)
that the variance d®eq is comparable to that of the reference resistor by observing the values
of h are in the vicinity of 1 for both transresistance networkiis Tsuggests the
transresistance networks configured discussed in this paper wipkonitle good matching
performance unless a larger area is allocated to themeéeresistor and increasing the area
allocated to the reference resistor defeats the purpose afghescaling efficiency. Thus, if

digital programming is not used, aggressive area efficisgaling will be useful only if
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there are rather lax tolerances on matching. If digitalparagning, which is inherent in the
ladder transresistance structure, is used, the substantidbemehts of the transresistance
networks can be derived.

Table 2- 4 Variance Scaling Factor of Ladder Transconductance Networks.

Variance Scaling Factor
n R2R T (a=)
4 10 25
1 3.45 1 1 1
2 5.625 6.7 17.8 47
3 9.123 18.8 52 140

2.7 Conclusion

A transconductance network technique has been introduced to the anaiog circ
design in the paper and it can significantly reduce the passiveoc@mts area in the modern
CMOS integrated circuit design. With this approach, the high liae@a efficient poly
resistors can be used with the advantage of its low voltage dependence. The traresoosduct
network will also be influential to other circuit charactecsti This paper presented the
analysis of the relationship between the transconductance netvamkients, such as the
number of stages, ratio of series resistor over paralleltoesisetc, and the some most
important circuit specifications including the area efficienayedrity, noise performance,
process variations. The close form derived from above analysis shamg @early trade off
between the area saving property of transconductance networkisealnetrity, noise and
the process variation. The discrete time circuit has been testagproving the conclusion
about such trade offs and the experimental results match the itequetdiction very well.

Understanding the trade off between the transconductance networlal atter circuit
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performance requirements is very helpful for using this teghlmiin the practice circuit

design to achieve the satisfied performance with as efficient area dslgossi

2.8 References

[1] Y. Tsividis, M. Banu and J. Khoury, “Continuous-time MOSFET-C filier¥LSI”,
IEEE J. Solid-State Circuitvol. SC-21, no. 1, pp. 245-246, Feb, 1986.

[2] M. Banu and Y. Tsividis, “An elliptical continuous-time CMOStdil with on-chip
automatic tuning”JEEE J. Solid-State Circuitwvol. SC-20, no 6, pp. 1114-1121, Dec, 1985.
[3] H. Khorramabadi and P. Gra, “High-frequency CMOS continuous-tilteest” IEEE
J. Solid-State Circujtvol. SC-19, no. 6, pp. 939-948, Dec. 1984.

[4] J. Silva-Martinez, M. S. Steyaert, and W. Sansen, “Design tgabsifor high-
performance full-CMOS OTA-RC continuous-time filter®2EE J. Solid-State Circuitvol.
27. Issue. 7. pp. 993-1001, July 1992.

[5] J. Pennock, P. Firth, and R. Barker, “CMOS triode transconductor contiioois
filters,” in Proc. IEEE Custom Integrated Circuits Cqrif986, pp. 378-381.

[6] C. Mensink, B. Nauta, and H. Wallinga, “A CMOS ‘soft-switcharisconductor and
its application in gain control filtersJEEE J. Solid-State Circuitvol. 32, pp. 989-998, July
1997.

[7] S. Lindfors, J. Jussila, K. Halonen, and L. Siren, “A 3-V continuous filter with
on-chip tuning for IS-95,TEEE J. Solid State Circuitsol. 34, pp. 1150-1154, Aug. 1999.
[8] Y. Yang and C. Enz, “A low-distortion BICMOS seventh-order Bessel fiparating

at 2.5V supply,1EEE J. Solid-State Circuitsvol. 31, pp. 321-330, Mar. 1996.

www.manaraa.com



75
[9] C. Yoo, S. Lee, and W. Kim, “A 1.5V 4MHz CMOS continuous time filter with a
single-integrator based tunindBEE J. Solid-State Circuitsol. 33, pp.18-27, Jan. 1998.
[10] G. Palaskas and Y. Tsividis, “Design considerations and expedhwrluation of
syllabic companding audio frequency filter,” Proc. IEEE Symposium of Circtuis and
Systems2002, May, 2002. pp. I11-305-111-308.
[11] E. Beuville, et al “A Low Noise Amplifier-Shaper with iT&€orection for the STAR
Detector”,IEEE Trans. on Nuclear Seicen@el. 43 No.3, June 1996.
[12] H. Feiand R. L. Geiger, " Low-Distortion Continuous-Time Inaed Filter for Low
Frequency Applications'Proceedings of 2002 IEEE Midwest Symposium on Circuits and
SystemsTulsa, OK , Aug 2002.
[13] H.A.Alzaher, H.O.Elwan,and M. Ismail, “A CMOS Highly Linear Qin&l-Select
Filter for 3G Multistanard Integrated Wireless ReceivelSEE J. Solid-State Circuitvol.
37. No. 1, January 2002.
[14] S. Ranganathan, T. Fiez, “A Variable Gain High Linearity Loow& Baseband
Filter for WLAN” International Symposium on Circuits and Syst®oleime 1, 23-26 May
2004 Page(s):l - 845-8 Vol.1” May, 2004.
[15] J. Rijins,"CMOS Low-Distortion High-Frequency Variable-Gaimplifier”, IEEE J.
Solid-StateCircuit. Vol.31. No. 7. July 1996.

[16] B. Razavi, “Design of analog CMOS integrated circuits”, McGral-2D01.

www.manaraa.com



76
CHAPTER 3 AREA OPTIMIZATION FOR ACTIVE FILTERS

3.1 Introduction
As part of a typical interface between the analog world anddipgal world,

continuous-time filters are widely used for anti-aliasing armbnstruction. Considerable
demand exists for more general integrated filters as well.nMb& popular technique for
building audio frequency continuous-time filters is to use eithex-& @r a MOSFET-C
approach. There are two main limitations of these types efdilfThe first limitation is the
process and temperature dependence of both the transconductance ekmaderibse
capacitors. This limitation is often overcome by electronictalhing or adapting either the
transconductance elements or the capacitors and several techtnguegve reasonable
performance have been reported in the literature [1]. The othiéation, poor linearity, has
been a problem for many years and although some linearization schHeawe been
proposed, nonlinearity remains a serious limitation of these twas tgpdilters. These
limitations were the major reasons that the switched-capam@tdmique has evolved.
Specifically, the switched capacitor circuits are known to hawe precisely controlled pole
and zero frequencies and good linearity. Switched capacitor fidegs not without
limitations. Switched capacitor filters inherently provide switghnoise, require accurate
clock generation, and are inherently discrete time ratherdbatinuous-time in nature thus
presenting aliasing of high-frequency noise into the frequency barntesést. In some
semiconductor processes, good capacitors and/or good switches may not be availalble as
The conventional active RC filters are inherently linear and apénathe continuous-time

domain and both of these properties are particularly attractive fimst of applications [2].
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There are, however, two problems with audio frequency monolithic aR@dilters. The
first problem is the control of the RC products. In some anti-aliagpplications this may
not be of concern and the tuning techniques that are used to tuneagih-RIOSFET-C
filters can be readily adapted to tune active RC filters. 3éeond problem is the area
required to implement the passive components. Specifically, the REgéme constants
needed to operate at audio frequencies range invariably requigevidugd resistors or large
valued capacitors or both. A new strategy has been recently ioédo substantially
reduce the total resistance or capacitance values needelize g given RC product [3].
Then, the issue of minimizing the area required to realize thsivyeaelements becomes
increasingly important if these filters are to become praictin the audio frequency
applications.

In the previous two chapters, the detail of implementation of the new strategylyec
introduced to substantially reduce the total resistance or capzcialues needed to realize
a given RC product [3] and the trade off between the design ofraheconductance
networks and other circuit design parameters have been discussed. Rehassue of
minimizing the area required to realize the passive elenbeatsmes increasingly important
if these filters are to become practical in the audio frequency applications

Closed-form solutions have shown that for some simple first-ortier §tructures,
the active area will be minimized if the resistor area exjilne capacitor area. Conventional
wisdom also suggests that this may be true in a more geraselas well but there does not
appear to be any formal mathematical prove to support this wisdditerature and often
this wisdom has been gathered from computer simulations for sdétfistructures. In the

previous works, there were no considerations for optimizing the totéal #r passive
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elements in literatures even when area is not an ignorahk, ishether for high frequency
range RC filters [4] or lower frequency applications [5]. Infiblowing section, the optimal
area allocation for several different first-order and second~@ateve filters is investigated
including the first order active filter with or without transcondocta networks, and the
several popular second order active filters. With this approachotlepassive components
area can be further reduced based on the technique introduced hmafiterl and Chapter 2
so that the polysilicon resistor can be widely used in the sta@M@IS process even in the
very low frequency applications and the circuits could benefit flrhigh linearity of this

passive components with manageable area.

3.2 Optimum Passive Area of the First Order Structures

3.2.1 Single Pole Circuit

In this section, the single pole system will be discussed and the mathdosaic ¢

form solutions are presented.

O

-~

$

O

Figure 3- 1 -- First Order Passive Network

The total passive area is the summation of the area of tistoreRi and the capacitor C. If
the resistance density and capacitance density ar@n® G respectively, the total area

At=ARr+Ac, given by the expression:
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R.C
-+ = 3-1
A Rd+Cd (3-1)

Since the pole is determined by the RC product, we introduce theanhBRC=K where K
is a predetermined value. The optimum area allocation is obtayddking the partial
derivatives of A with respect to R and C and then setting these equal to zerotgoljee
constraint mentioned. We obtain the well-known result for minimiziegtttal active area

Ar=Ac. This equal area allocation is independent of the valu€, B85 andCy.

3.2.2 Single Pole Active Filter
We will next consider the first-order active filter comprisitvgp resistors and one

capacitor shown in Figure 3-2.

Figure 3- 2 -- First Order Active Filter.

The transfer function of this filter is given by the expression

RC . (3-2)

For this transfer function, there are three design variablesRRand C. If the bandwidth

and DC gain are set, we will have two constrains:
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&:Kl
R

(3-3)

(3-4)

where,K; andK; are constants. It follows that the total area for the &@t@ants is given by

the expression

A=ATA=SEEL

(3-5)

where, A is the total area, Ais the total area for the resistors ang i the total area for

capacitors. Similarly, Rand G are resistor density and capacitance density, respectively.

Using Lagrangian multipliers, to embed the constraints, we builHahn@&ltonian function as

shown below:

H = A w%— Ky) + A, (RC —K,).

(3-6)

Taking the partial derivatives with respect tpgRd R we obtain the expressions

aiH :i+/]1(—&2) .

R R R

oH _ 1

_:_+A1(i)+/]2c'
R, R R

Setting these two derivatives to zero we obtain

R_AR
Rd Rl 1" M

% :_/‘—1R2—AZCR2 =-AK, = AK,.

R

It thus follows that the total resistor area is given by

(3-7

(3-8)

(3-9)

(3- 10)
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+
AR:A'%+AR2 :% = AK, = AK, =K, ==AK,. (3-11)

The same operations can be applied to the capacitor resulting in (3-12)

oH 1

o _ 1 -0. 3-12
ac cm”ﬁ2 0 ( )

Thus, we obtain the total capacitor area:
Ab :7:—/]2K2. (3' 13)

Comparing (3-11) and (3-13), it shows that the minimal area allocation is atiwvbea A
equals to A. Note that this optimal area allocation is again independent of constreamsl K

K.

3.2.3 Single Pole Active Filter with Transconductance Networks

The previous filter structure requires a big component ratio to\ackaege dc gains.
This big component ratio invariably requires a large area tzeetile large resistor. Since
the feedback resistor in the previous filter simply serves ‘d3amsconductance” element,
the issue of maintaining the same overall transfer function aatlerl component ratios using
alternative transconductance elements deserves attention. A aabalifiof this first order
filter using a T-network to replace the resistor will reduee area dramatically while
keeping very good linearity [1]. The modified networks are shown inr€ig§-3.and Figure

3-4.
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— T-Network ___

J%_

Figure 3- 4 -- First Order Active Filter with T-network.
The relationship between the resisteraRd the corresponding resistors of the T-
network is given by the expression:
=RuR +R,+ 3-14
R, R, Rys + Ry + Ry (3-14)
2

If R2 is sufficiently small, equation (3-14) can be reduces to the approximaterrshap:

R, m% R,. (3- 15)

For the appropriate values 0biRR», and Rs, a dramatic reduction in the area required to
realize the overall “transconductance” Ran be achieved. To find the optimum area

allocation for this circuit, observe there are now four resisaires and one capacitor values
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with only two constraints, dc gain and pole frequency. We will mstablish the 4

constraints by setting the ratio of;Rver R, as K and R; over Rz as Ki:

K +
Rea* Ra+ Ry _ - 16)
R
(K3Ri + Ry +R5)C =K, (3-17)
Ry _
= =Ks- (3- 18)
R,
Ro _
- - K (3- 19)
Ry
Building the Hamiltonian function as below:
H = AT +A1(K3R23 +RR21 + R23 _ Kl)
1
+A2[(K3R23+ R21+R23)C_K2] * (3' 20)
R R
A 21 __ K /‘ 21 _ K
* 3(R22 2 “(R23 )

Taking the partial derivatives ofiRRz1, Rez, Re3, and C and set these equations to zero, we

have:
a_H=i+,]l(_K3R23+R21+R23):o, (3-21)
R Ry R’
:i:Al K3R23+R21+R23 :AlKl’ (3_ 22)
Ry R
oH 1 1 1 1
- e el —~ =0, 3-23
o, R AR AC AR ) A =0 (3-23)
Ruo p R jRC-AK. -AK,, (3- 24)
= = 1 R 2R 3Rs ~ ALK,

www.manharaa.com




84

OH _1_, Ray. .
R, R, Alge,) =0 (8-25)
Ry Rao gk (3- 26)

H _ 1 . 1+K, L _
o, R TACR D ALHKIC- A =0, (3-27)
Ro o ) & KIRs ) 04K )R.CHAK, . 3-28
= R TR 2L+ KHRL+AK, (3-28)

From constrains (3-16) and (3-17), we can derive:

1+K )Ry = KR - Ry, (3- 29)
K
L+ Ko)Ry =2 R,y (3- 30)

Replacing (3-29) and (3-30) into the equation (3-28), we have:

IZZ::_A1K1+/]1%_A2K2+A2R210+/]4K4' (3-31)
It is very obviously that:
A, = (22 + (24 + 26) + B) = —-A,K,. (3- 32)
oH 1
%:C_d+/]2(K3R23+R21+R23):0' (3- 33)
A = o= Au(KaRes + Ry + Re)C = Ak (3-34)
d

It clearly shows that the conjecture presented above isdruind first-order filter
with the T-network and it will reduce the passive area further. NM@nquestion is if that is
the truth for alternate structure for higher order filters? fbflewing part is focused on the

several most popular second-order filters.
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3.3 Optimum Area Allocation for Second Order Filters

Three second-order filters will now be presented in this secfitrese are the Tow-

Thomas Biquad, the Tow-Thomas Biquad with T-networks to reduce comspreatl, and

the bridged-T feedback structure. The Tow-Thomas Biquad and the Bridgedback

structures have been widely used for implementing analog filters. Thedotbw-Thomas

Biquad is used for building high-linear integrated audio frequenydilwithin fairly small

area [2]. These structures were chosen because they use differebers of passive

components, have different component rations, and use different numbers of op amps.

3.3.1 Tow-Thomas Biquad

The first structure for inspecting is Tow-Thomas biquad.

Ra
WA
Rs
- A

+1
C4

Ny

Figure 3- 5 -- Tow-Thomas Biquad.

Vout

The transfer function is shown as below:

R 1
wlmes)
+ Sy 1
R,C RCC,

V.

0 —

Vg

(3- 35)
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2R+*R*+Ry ,G+C (3- 36)
R, o

A=AtA =
In this implementation, we have assumed the integration resatersqual. We will not
consider any resistor area associated with the resistors taseshlize the finite gain
amplifier, that is, the area required to realize the twadsistors will be ignored. We will
ignore these resistors because we view this as a dimensigaiesblock. Thus, we will
consider the area related with the components that determine #® gfothe network,

specifically the two R resistors, the) Resistor and the capacitors C and I€the w, Q and

dc gain are all set, we have three constrains:

R,C =K,, (3-37)
R’CC, =K,, (3- 38)
R
Rk, (3- 39)
R

Following the same analysis in previous section, we building the Hamiltonian function

H=A +4(R,C-K) +,(R*CC,-K,) (3- 40)
+/]3(R_ K3R1)
Taking the partial derivatives of R1RRg and C, we can get the expression of the area for

resistors and capacitors respectively:

2R
A?ZE-'-%-F%:_ZAZKZ_AIKI’ (3-41)
A = CE +% = 24K, - AK,» (3- 42)
d d

Comparing the equations (3-41) and (3-42), we can see that the aessstirs is the same
as the area of capacitors when minimum passive area is obtdinisdresults is still

independent of constrain KK, Ks.

www.manaraa.com



87

3.3.2 Tow-Thomas Biquad with the Transconductance T-network
After the transconductance network has been introduced into tut,call the large
resistors are replaced by T-networks [2]. R, R, in Figure 3-5 are all replaced by the T-

networks composed by three resistors;, RR; and R with the relationship:

R D%[RS = KR,.There is similar transformation and all the analysis iséme as the first-
2

order one presented in section 3.2. From that, we know that this coajecstitl hold in the
second-order filters with T-network. Thus this strategy shorastical importance in the

design of the RC-filters for audio frequency applications.

3.3.3 Second-order Bridge-T Feedback

Another popular second-order system is studied in this section.

"~
Ci C
o sy
Ria
- : Vout
A4

Figure 3- 6 -- Second-Order Bridge-T Feedback Circuit

The transfer function is given below:

1 S
_ RisC, . (3- 43)
1O . C7C), Ra*Ry
RCC.  RaRsRCC,
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Three constrains are set:

_ &Ry, (3- 44)
Rs(C,+C,)
(Ra+Rp) =K,, (3- 45)
R.AR.B R2C1C2
(C.+GC) _ K, (3- 46)
RQCICZ

Total area and Hamiltonian function are given as below:

_R+R,+Rs , G+C, _
A= R, + c (3- 47)
H=A +/]1[L_K1]+/]2[ (Ra + Rig)

RlB (Cl +C2) RlARlB R2C1C:2 ] (3_ 48)
K] Al
R,C.C,

Take the partial derivatives bf respect to all the variables to achieve the following results.

AR=R“\”;1d+m2=2/\2K2+A3K3, (3- 49)

A = 24K, + A.K,. (3- 50)
Comparing the equation (3- 51) and (3- 52), it proves that the areesfstors equates the

area of the capacitors when the optimum passive area is achieved.

3.4 Other Active Filter Structures
The first-order and second-order filter structures studied ipringous two sections
represent some of the more popular first-order and second-oroker RE filters. Although

they are of interest in their own right, they were also sededtecause they represent
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fundamentally different filter architectures with varying nunsbef components, component
spreads and internal nodes. Since the minimum total area foisth®re and capacitors was
always achieved when the total resistor area equaled thec&mactitor area, the question
about whether this is a property inherent in all active RC dilterturally arises. Needles to
say, when the authors investigated this problem, essentiallyctale &filters that were
considered, with the exception associated with the resistors néededild finite gain
amplifiers as described below, possessed this property. Thuscdanjectured that this
property is shared by a much larger number of useful activéltefs. The exception has to
do with circuits that use resistors to build finite gain ampkfi@fhe Tow-Thomas biquad
discussed above included such a finite gain amplifier as do sonte @ailen and Key
filters. Beyond observing that such filters are characterized hinged graph of passive
components in contrast to all examples considered in the previousnsetti which the
graph of passive components are not hinged, we will not attempt tocttwejevhat
topological properties of the filter are necessary for the egs@tor/equal capacitor area

property to hold.

3.5 Conclusion
The problem of minimizing area for passive components in audio freguative
filters has been addressed for the first time in closed-form. In this paperalggopular first-
order and second-order RC active filter structures with subdtardifferent component
ratios and with varying numbers of passive components were considéesk structures
are all inherently continuous-time in nature and offer excellaetity when compared to

alternative continuous-time monolithic filter approaches based upon tuairsgonductance
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networks or MOSFETSs as resistance or transresistance eterAetiétailed analysis of each
of these structures showed that the total area for the res@tdr capacitors is minimized
when the total resistor area equals the total capacitoiregspective of capacitance density,

resistance density, pole locations or DC gain.
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CHAPTER 4 LINEAR CURRENT DIVISION CIRCUIT PRINCIPLE
STUDY AND A NOVEL CURRENT DIVIDER DAC DESIGN

Abstract-this chapter presents the study of a well established cursgsibdi circuit,
which has been claimed inherently linear and referenced frequernlybiications. Various
of reported works have used this current division circuit as thsic bailding blocks for its
high linearity and the simple circuit structure including the&adanversion circuits, signal
filtering circuit, precision gain control blocks, etc. Understandiregadvantages and, even
more important, the limitations of this technique would benefit thendurexploiting of
potential applications. Analytic study provides the close form esjmes with certain
approximation shows highly agreements with the original statethantthis structure is
inherently linear and its linearity is independent of the etmdtsiariables and only relies on
the transistors geometrical match performance. Howevermibie accurate study with
simulation results suggests that there are limitations fagukis technique in terms of high
linearity in the most popular semiconductor processes. The explom@tiomore general
circuit principle provides the explanation of the successful lineamplementations of this
current division circuit in wide range of applications. Besidedithiéation of this technique,
the further study exploits the potential benefit with moderataidityeand extreme simple
structure for low resolution, low power and compact DAC design. Base these
advantages, a novel 8-bit DAC structure has been introduced in the fgl@ection. A
dummy string has been brought into this DAC to significantly emeethe operating speed
with very slightly cost of the active area. Also a segmamnttire has been adopted due to
directly current summing nature to further reduce the occupied and the power

consumption. With the potential applications, a 6-bit and 8bit DAC has bekn The
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output stage has been design to be followed by a buffer or driveokih resistive load
directly. With the dummy string, this current division DAC canoapsovides the fully
differential output. After the circuit design and layout, the tatdive area for 8-bit DAC is
only 100 umx 100 um in standard TSMC 0.18 um CMOS process with very relaxIdigita
circuitry layout. The simulation results demonstrate the peak &dlut 0.8 LSB and INL at
0.5 LSB. Also this DAC offers superior dynamic linearity ttred¢ SFDR only drop one dB at
around 58 dB with the input signal approaching at the Nyquist rate ogewith 200 MHz

update rate.

4.1 Introduction

Before the analysis of this current division started, a gersfahition of current
divider is introduced here. Although there is no strict definition leemg reported, a
standard current divider circuit is shown in Figure 4-1(a) accotdimgir common wisdom.
In this current divider, part of the input current passes throughsabecircuit and the
balance passes through a second sub-circuit. If ideal, it wWiger a branch current in one
sub-circuit, {, which is a fixed fraction of the total input curreny, In this case, the branch

current can be expressed as (4-1):

[, =6l,, 4-1)
where6 is the division factor and it is independent @f dor any other electrical variables
applied on the circuit. Accurate and linear current divisiocuds are widely required in the
design of data converters, analog filters and a host of otipécatpns. The simplest basic
current divider circuit is that obtained by replacing; @Gnd G in Figure 4-14) with

resistors. Circuits that have some of the properties of the dasent divider have also been
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called “current dividers” [1] although the exact definition adrengeneral current dividers are
not well-established. Two circuit structures that share some shthe properties of the basic
current divider are shown in Fig. 1b and Fig. 1c. In the monergé current divider of Fig.
1b, it may not be possible to partition the current divider mim distinct subcircuits but the
partitioned sourcing currents entering the current divider netthain as partitioned sinking
current exiting the current divider as shown in the figurearineven more general current
divider, the partitioned sourcing currents may not be availablen&sgicurrents and the
current will only be divided at the output end. This situation @ated in Fig. 1c. In this
paper, the definition of “current divider” will be relaxed defirett then any format shears

with those three definitions will be considered as a current dividentci

‘ |
|
| | Ckty Ckty | |
|
| asi }
| Current |
‘ .
|
(@)
Iin N
—_— —_—
¥ — )
A [ S — I
| General | | General |
| Cyrrent | | Current |
| Divider | I Divider |
I | R |
WL
- 1 - |
(b) (c)

Figure 4- 1-- General Formats of Current Division Circulits.
In 1992 Bult and Geelen [1] introduced an interesting and sirvpdetransistor
current divider and claimed it to be “inherently linear”twd current division factod that

was dependent only upon the devices geometries ratio. In addititsrstmall size and simple
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structure, the authors observed that this divider is attrdotivause the attenuation factor can
be accurately controlled in most modern semiconductor proceBeesthe nomination
convenience, the circuit shown in Figure 4-2 will be denominated €Bulh&eelen divider
circuit, presented in [1], shown in Figure 4-2.

IIN

i

Figure 4- 2 -- Inherently Linear Current Divider [1].

This structure has been influential in the development of diversmalbg circuit
including the digitally programming current division block usadMOSFET-only ADC
converter [2]-[4], a baseband channel-select filter for rstéindard wireless receiver [5]-[7],
digitally tuning analog filters [8]-[13], variable gain cent amplifier [14]-[20] and current
conveyors [21]-[28] , memory and sensor design [29]-[36] and several other appsidd7]-

[46].

All above works have reported phenomenal linearity performance lasetis
current divider with inherently linearity: the THD of a voluwantrol circuitry [1] was better
than -85 dB, the THD of a 10-bit A/D [2] converter was -79dR] archannel-select filter [5]

built around this structure achieved -80~-94 dB spurious free dgmamge (SFDR). These
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linearity measures, all experimentally verified, are very impressimsidering that the critical
and basic parts of these circuits are derived from small M&fSistors configured as simple
two-transistor current dividers shown in Fig. 2 (a) rather thiéim large passive components.
The further exploration of this simple but linear currentidsir will benefit the potential
applications for any high linear circuits.

However, the following study presented in this paper will dematesthat this Bult-
Geelen current divider didn’t exploit the linearity ofshiimple two-transistor circuit divider

but rather exploit somehow more general electrical circuit ptegip

4.2 Close Form Analysis of the Current Divider

Although this current divider has been reported with inherenti Hfinearity, no
analytical proves have been actually presented. The close fqrassion of this linear
current division property will be of particular interestedhwihe complexity that manual
analysis can handle. In this section, the square-law model wiilséé for derive the sink
current relationship with the input current.

The two-transistor current divider in Figure 4-2 can be demed as a 4-terminals
network. If the voltages of the termindéca, Vea, Vina} have been chosen as the independent
variables here, the currents flow out of the termi{dds I, |1} are naturally become
dependent variables. It is easily to prove that two transisgsravork in two different cases;
M and M are both in the triode region ori;Nk operating in the triode region while;M
operates in saturation region. If assume two transistors hagarniee threshold voltages and
the finite output impedance is ignored, with basic square-ladeis, the electrical variables

of this 4-terminal device are related as (4-2)-(4-4):
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V.
I, = nl(VGA -V; - EA JvinA ’ (4- 3)

VBA B VinA

Vin
in :nl(VGA -V, _TAjVinA —ﬂz(Vem -V; - >

JVer V). @)

where, \t is the threshold voltage;=uCox(Wi/L1), and. n,=uCox(Wo/L;). The branch
voltages are defined asgheVs-Va, Vea=Vpe-Va, and \ha=Vin-Va. The current-divider
properties are not apparent from this formulation. If the mixed pdebtas{li,, Voa Vea} are
selected as the independent variables and{tlus;, Vina} wWill be the dependent variables, it
follows from a tedious but straightforward analysis that theicdecan be equivalently

modeled by (4-5)~(4-7);

s =0, (4- 5)
|1:{ M }lm+ Nulle VBA[VGA—VT—VBAJ, (4- 6)
L1 P P N1, 2
VinA :VGA_VT_

. (47
(VGA -V; )2 _2({ ! :|Iin +—2 VBA(VGA — Vs _VBAJJ
n+tn, n,+tn, 2

For the second cases that the Wbrks in the triode region and Mperates in the
saturation region, the same analysis has been carried outigddtérminal device behavior

in the following equations:

ls =0, (4- 8)
— N1 NiN2 2 -

|, = I+ Ven = V: ) (4-9)

! |:1‘|1+1‘|2:| 2(n1+1‘|2)( o T)
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Via = (VGA -V;)1- (4- 10)

If this two-transistor circuit is treated as a current divideoeding what we defined in Figure
4-1, the current division factor is determined by the ratioeofain sink current over the total
incoming current. With the focus on (4-6) and (4-9), it is cletitht with certain circuitry
settings, for example, choosingA/equals to zero in (4-6) and pick the value gf ¢quals to
the Vr in (4-9), the curreniy will only be determined by the first term of those two equatio
by a simple coefficient:
O =—1 . (4- 11)
N, +tn,

With the assumptions mentioned above, (4-11) is unchanged with theamgistor shifting
between the saturation region and the triode region. If insah@gxpressions af; andn;
into (4-11) and representing the current division faéterin forms of the geometrical ration,
the following equation is derived:

g, =—" ! S (4- 12)

= S S
nl + n2 1+ i % Li=L, Wl + W2
L2 Wl

The accuracy o6t is determined by the geometrical ratio of two transistacs itiis well

controlled in the most modern CMOS process. Therefore, thentwlivision accuracy is
almost guaranteed within the same level of the dimension npedbrmance in certain
process. This is what called the inherently linear beclysés independent of any other

electrical variables.
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However, by comparing (4-6) and (4-9) with the ideal current divederation of (4-
1), some significant differences does appears. The fitstation is that in whatever circuit
this current divider is embedded, the voltages ®¥nd &g must not depend upon If the
linear current division property is to be maintained. The secondisoiiee assumption
mentioned in the previous part to make the second term omitted andis¢heffset part will
rise and this offset is dependent on the terminal voltagesthitteincompatibility is the
concern that unless the circuit is driven at the input node aviturrent source with infinite
output impedance, the change in the voltagg Will finite output impedance of the current
source will modulate the current &nd thus introduce certain voltage dependence and cause
the nonlinear relationship between theahd J,. If all these conditions are appropriately
managed, the current divider is perfectly linear and itsrate is only limited by the match
potential in a certain process in which the simple sqia@avemodel accurately predicts the
performance of the MOS transistor.

Unfortunately few if any processes in use today are actymtaracterized by the
simple square law model. As reported in [1], when a more aiecanodel is used, model-
dependent nonlinearities will be introduced. An appreciation fociticeit performance and
limitations as affected by a more accurate MOSFET modeél an understanding of the
limitations inherent in the architecture will now be devetbda particular, we will focus on

accuracy and linearity of the current divider.
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4.3 Accuracy and Linearity Coefficients Definition

Before more accurate models are used to study the limitadiachsaccuracy of the
linearity of this current divider, two coefficients would béabtished in the following part to

evaluate this current divider in difference applications.

4.3.1 Accuracy Definition

The first interesting property with this current dividerthat how accurate the real
current ratio compared with the theoretical prediction givethby(6) and (9). The division

factor of the current divider in the presence of a better device mdtbéwdefined as:

dl
eTTACT: al L y (4' 13)

in

{l inQ vVGAQ vV\nAQ}
andthe division factor accuracy, in percent, will be defined as:
V{M}xlo(l%. (4- 14)
HTT
This parameter will describe the accuracy of the currenteti with the quiescent input

current.

4.3.2 Linearity Definition

Two different definition of linearity will be defined here basa according to
difference applications either one or both are of intereJted.first one is based upon the
deviation of the transfer characteristics of the attenuatee@nt from a referenced straight
line. Very similar with the definition of INL in data convertarcuit, this linearity implies the

linearity of this current divider with a slow varying input signal. The secondsdmesed upon
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the spectral performance of the output current with the presércsinusoidal excitation. By
using the actual attenuation factor derived from (4-13), the gain error will hgecsated and

this calibrated fit line can be expressed as:

IlFIT(Iin):I1Q+% [ﬁhn -|inQ)7 (4- 15)

{l inQ vVGAQ vvlnAQ }

Referenced to the fit line, the linearity then can be found by usireptegion below:

A= { 1 () = Vi (1 )} [100%, (4- 16)

Lo (1)

where |gis the currentilat the quiescent value of the input curremg, |

The second linearity quality is evaluated with fast varyingut signal usually
described by spectrum performance. The spectral performandeevd#fined in terms of the
total harmonic distortion (THD) of the time-varying part pfrl the presence of a sinusoidal
input current. In our study, both definitions of linearity showaiarextend of dependent
upon the magnitude of the input current with the nonlinearity goizgro as the deviation of
the input current from the quiescent value goes to zero. Wedefithe a full-scale input
current to beily/6rr. If the transistor M is operating in the saturation region whgs0, the
full-scale input current will be the current that causestM leave strong inversion and
represents the maximum input current for current divider. Itrdogsistor M is operating in
the triode region, whenykEO, the full-scale input current does not represent an upper bound

on the input current and can just be viewed as a reference current level.
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4.4 More Accurate Model Analysis and Simulations

Reminded from the section II, several simplifications have beserto achieve the
final close form expressions including identical threshold velaggnoring the finite output
impedance of the transistors, second order effects and theaseibstfect, etc. Those
simplifications are not valid in more accurate model aigkysd the real performance of the
current divider will only be predicted with a more accurateleh of devices used in current
processes so that higher level model analysis becomes necessanalical analysis with a
more accurate device model becomes unwise but a computelatgimus useful and
considerably accurate for developing an appreciation for theityy@ad accuracy attainable
with the current divider. Simulations will be based upon theuitiof Figure-2(b) where the
terminal voltages Mo and \&g are fixed. BSIM device models for the TSMC QuBband the
TSMC 0.18m processes will be used for those simulations.

In order to verify the linearity and its dependence upon all kinds irglitc
characterizations, the simulations are set up with as rddferent circuit properties as
possible. The simulation corners include large and small desizes, large excess bias
(Ves=VesgVT) voltage and small one, single-region and two-region operatdnthe
transistors Mand M, and large feature size and small feature size processeacturacy of
an attenuator designed for an attenuation factéfef0.5 for long devices is shown in Table
4-1. From this table it can be observed that the accuracy dttdmeuation factor is quite
limited unless the operation of both devices is restricted toititketregion when large excess

bias voltages are used.
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Table 4- 1 Accuracy of the Current Divider for Different Cases.

Voo | Vee Veg Wi W, L, | L _
v ™ v (um) @n | wm) | wm) | Process | Q-Point Ope. Orr_| Orract [ v (%)
M1 M2

1.1 1.1 0.23 12 12 4 4 0.35 Triode Sat 0.5 0.476 -4.8
1.65| 1.65 2.79 12 12 4 4 0.35 Triode Sat 0.5 0.491 -1.8
0.2 1.2 0.303 12 12 4 4 0.35 Triode | Triode | 0.5 0.491 -1.8
0.2 1.65 2.79 12 12 4 4 0.35 Triode | Triode | 0.5 0.5 0
0.9 0.9 0.125 6 6 2 2 0.18 Triode Sat 0.5 0.476 -4.8
1.8 1.8 1.34 6 6 2 2 0.18 Triode Sat 0.5 0.483 -3.4
0.1 0.9 0.225 6 6 2 2 0.18 Triode | Triode | 0.5 0.495 -1
1.8 1.8 0.898 6 6 2 2 0.18 Triode | Triode | 0.5 0.493 -1.4

The linearity of the current divider will be testified with thieilar strategy. Different sizes of
the transistors, different bias voltage levels and diftefiesture size processes are simulated
and simulation results are shown in Figure 4-3~Figure 4-6.

The static nonlinearity represented in forms of the deviati@hasvn in Figure 4-3
and Figure 4-4 for TSMC 0.35 um process and TSMC 0.18 um processtivedpeln these
plots, “TT” and “TS” represent two kinds of the operation regiscenarios for Mand M.
“TT” implies M; and M are both in triode region and “TS” represents one in triodeswihd
other one in saturation. The term “HVeb” and “LVeb” are the absitiens of the different
bias voltage levels with “large excess bias voltage (owardmltage)” and “low excess bias

voltage (overdrive voltage)”.
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Static Nonlinearity Vs lin (TSMCO035 Ideal CS)

TS,HVeb
15 -

2 10 TS,LVeb // TT.Hveb
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Figure 4- 3 -- Static Nonlinearity in TSMCO035 Process.

Static Nonlinearity Vs lin (TSMCO018 Ideal CS)

TS,LVeb
| /\/TT,LVeb

6,

n

Deviation (%)

6 - TS,HVeb
Ix (%)

Figure 4- 4 -- Static Nonlinearity in TSMCO018 Process.

From Figure 4-3 and Figure 4-4, it is clearly shown that ithesatfity will get worse
with the increasing input current magnitude and this staticritgea very limited for even
moderate magnitude of the input current with noticing that th@tien ranges from 3% to
5% when the input current approaching to about 50% of the full rakige this static
nonlinearity certainly shows some dependency upon the biasing dedethe operation
regions of the transistors. It is interesting to observersistent phenomenon that, in both

two processes, the best linearity performances are associdigtewcase that two transistors
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are both in the triode region with largegWoltages are applied. Recalling the best accuracy
performance in the Table 1, it is very interesting to noticettieacurrent divider will achieve
the best accuracy with two triode region operating transistirslarge \ks. The transistor
will behavior as a resistor when it is operates in deep trisgien and thus it will provide the
high linearity according to the simulation discussed above andditated that all the
transistors in the current divider are preferred to workéndeep triode region when static or
low frequency linearity is important.

The spectrum performance will be shown in Figure 4-5 and Figure 4-6 below.

THD Vs Ix1/ld1 (TSMCO035 um Id CS)

70

TT,LVeb
50 - :
40 =
TS, LVeb &
Veb
30 T T T T 1
0 20 40 60 80 100

Figure 4- 5 -- Dynamic Nonlinearity in TSMCO035 Process.

THD Vs Ix1/ld1 (TSMC018 um Id CS)

70

TTLVe
@ 50 \\ // TTHVe
‘D" TSHVe
T 40 -
30 TSLVeb E—
20 T T T T 1
0 20 40 60 80 100

Ix1/1d1 (%)

Figure 4- 6 -- Dynamic Nonlinearity in TSMC018 Process.
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The THD performance again exhibits that the linearity of thisent divider is a
strong function of the input current amplitude and also dependent olevlte size, biasing
level and the different process. The THD will limited to ab@®+40 dB level if reasonable
input current level is expected. The best linearity occurs wheetwo transistors are both in
the triode region with low level p4. This is because the harmonic distortions are
representative to the nonlinearity caused by the large inpoalsand the large pg will
correspondingly result the larger current level than smaMith the same device size ratio.

Although many others different simulations have been doneplicitty exploit the
linearity of this current divider including the minimum length desgi non-ideal input current
sources and non-even current division rattas#£ 0.5), the results will not be presented here
due to the volume limitation and similarity. All the simubais exhibit the limited linearity
with real design models and also show the dependence of linearitythgatevice size,
biasing level, operation region and the processes technology.

After the conclusive study to show that the current divided introdiogéi] is quite
limited and also dependents upon numbers of electrical variables. sibeessful
implementation of really high linear circuits based on this otirdevider in those published
works must exploit some other general circuit principles and @pis will be discussed in

the following section

4.5 Linear Current Division Principle

The conclusion from the last section seems to be conflict witthalexperimental
verified works. If the current divider circuit cannot provide enougédrity to achieve those

phenomenal circuits, there must be some circuit principle to suppme thigh linearity
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designs. The study of this linearity principle will be addedsi this section. The current
divider introduced by [1] and referenced in [2]-[46] as the fundamémiiéding block is

simplified as a single two-transistor pair and again shown below.

Z

|
M, —2»

14 J:_
Ve ! M, T
=

)

0

Figure 4- 7 -- Basic Current Division Cell used in [1]

This basic current division cell have been used as the volumeoltemin [1],
transistor-based R-2R ladder in [2]-[3], digital tuning @iran [4]-[7] and all those works
have been experimentally proved to be very linear. If those twasi@nissare considered as

identical, Figure 4-7 can be simplified as a more general circafi@sn in Figure 4-8.

'y
§

Subxts Subee

I’1¢\_\/'2_11’2¢

Figure 4- 8 -- Generalized Current Division Diagram Block.

It is very obvious that Figure 4-8 is a symmetrical circuitl dhe high linearity
actually rely on the symmetry rather than the current dinisharacteristics. Although the
symmetrical circuit has been recognized as very lineaa fong time, the linearity of Figure

4-8 will be discussed in the following part for the intact of this paper.
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Sub_cktl and Sub_ckt2 are identical for the symmetry property. Therdfore
choosing any independent variable, voltage or current, the transconductance or
transresistance function should be the same. The transresistactenfis chosen here for
producing the analysis. Assume the transresistance function fork$lland Sub_ckt2 are

given adti(.) andfry(.), respectively. It is obviously that follows:

I, = (V) (4- 17)

I = f2(V2). (4- 18)

Becausdri(.)=fr2(.), we can findl1=l,. From Kirchoff law,|=I 1+l 5, so the ratio ofilor I
over | will be 0.5 and it is clearly shown that this current divisatdio is perfectly linear and
independent of the transfer function of those Sub_ckts. Also this conceipé extended to

any number of symmetrical branches as shown below:

I
J

|
n s v
Subcxts Subekp [ — — Subckin
I’w I%% |\/ I’n¢
Figure 4- 9 -- Generalized Current Division Diagram Block with Multiple Current

Sinks.
Similar as the analysis above, each branch current will hlagesame transresistance

function: fr1(.)=fr2(.)=...=fr:(.). And all the current will be the samig=I,=...=l,. By using
the superposition, the ratio of any kind of combinatioh, @iver input current will be pretty
constant and this fixed current division ratio is also independentyotramsfer function of

each sub_ckt as long the symmetry is maintained. However, ibtiveection of the network
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is asymmetrical and is shown as in Figure 4-10, the currentwdk not be guaranteed to be

linear.

I

I¢ |
Vi

Subckt1 Subgir

1’1¢ \'Z Vs 1’4

Figure 4- 10 -- Generalized Asymmetrical Current Divider Cell.

Now the current of each sub_ckt is then given:

I, = f,(V,), (4- 19)
|, = (V,). (4- 20)
The current of each sub_ckt is not the same again. The ratio of umpehtcand any sink
current is then the function of the transfer function of each suchitcand also the function
of the node voltages. The circuit shown in the Figure 4-10 will not be perfectly linear.
The linearity of the symmetrical circuit is actually thendamental principle that
supported all the high linearity circuits for using this currewitsahn cell. In the next section,

the exploiting of the real current divider will be presented.

4.6 A 8-bit Novel Low Power Compact Current Divider DAC Design

In the previous sections, the limitations of the linearity of Blod-Geelen current
divider have been addressed and the simulations exhibit conditional Iewefwith that
two-transistor current division circuit. However, if a modetatearity is tolerated in some

applications, this current divider does show certain independency ondheal@arameters
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besides its extreme simple structure and small area implatioentThis independency can
also be revealed from the close form analysis in section 4:ghich, the current division
factor 611 could be expressed as the function of only devices size rattiseif offset terms
being managed properly with simple device models. Although the lingdithe continuous
time input was really unacceptable, this current divider $itivs potential usage if the input
current is always at the DC level. Actually, almost alldksign works based on this current
divider applied it with constant input currents along with the symaoag¢tsetting. The static
linearity has been studied in section Ill, and with properly arradgein, the static linearity
can achieved 6-8 bit level linearity. Therefore, a prototype of aréselution, low power
and very small area DAC is presented in this section.

With the bioelectronics devices getting more and more attentionspdwer, small
area, low price DAC is coming into the application engineersitsigJsually, this type of
DAC will provides 6-8 bits resolution and operates between ten ofHkildo several Meg
Hz range, but with very low power consumption and very small atég[49]. Another
important application for 8-bit level digital to analog conversion rge® from the fast
revolution of high definition video systems [50]-[53]. The DAC in thisdkof application
are usually operates at hundreds of Meg Hz with 5@ T&sistive loads. 8-bit DAC also use
the device compatible with microcontroller in data acquisition andaosystem, in which
applications, the output buffer or high impedance is followed [54], [56k ©f the very
interesting applications is combine the DAC with the filter foultiple communication
standards transceivelesign and this application is getting more attention with tlsé fa
growing market of the portable wireless communication devices T3@.existing circuit

structures for implementing 6-8 bit DAC are mostly R-2R tesikadder and the current
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string architecture For N-bit DAC, the current sources stradmwolve 2' current source,
which mainly limit the aggressively shrinking the total activea while R-2R structure uses
much less number of components, however, the linearity stronglyoretyhe component
mismatch and terminal voltage and thus the extra design effsrinecessary to reduce the
offset voltage appear at the two terminals [2]. This currentidivistructure considerably
simplifies the design by using very small number of components @ndlgo robust with the

offset voltages at the terminals.

4.6.1 DAC Structure Develop
From section 4.2, the close form expressions of the output currentms fafr the
input current are given by (4-6) and (4-9). The same ideal can genasd to multiple

transistors stack together. The three, four and k transistors current divider mskstow.

Vb
Vb _| M, llm Ix
| [Ms lbs
Ix2 |
Ms |15
Ve M, || Ve
__| L V12 D2 —
Ix1
— [ M l|D1
Vs
Vs , o
Three Transistor Current Divider Four Transistor Current Divider k Transistor Current Divider

Figure 4- 11 -- Multiple Inputs Transistor Current Dividers Circu it.
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The output currentph in the three transistor current divider can be expressdtein t
eqguations below with the two cases: all the transistors are in tde tegion, as in (4-21) and
the bottom ones operating in the triode region while the wgryhe in the saturation region,
shown in (4-22).

.,

— vV W, 1, o+ Wl | (4- 21)
R

+ x1 x2*
T 147 * 1T W1 110+ T

I DL (Z‘/EB _VDS)

e N, 1, 91:VEZB +_ s 1T |, + 1, I, (4- 22)

M1, 1015+ 7 2 W1, * 17,075 + 11475 72 17075 + 114175
where, ni=uCox(W/L;) and thelp; can always be represented as the fraction of two input
currentsly; andly,. The similar equations can be derived for 4 transistor cutreidier shown

in (4-23) and (4-24).

I, = M G;_VDS(ZVEB _VDS)+’71/72'73 I, T 1T, ™

Y , (4- 23)
/2 R 2 PO U /Y
Y X2 Y X3

IDl

U, 5 (Lo A+ T
Y 2 Y (4- 24)

115 + 1107 s,
+ 123Y124|X2+ 1Y23|X3

whereY =n,n.0, + 0,00, + 04, + 0.1, and it is the function of devices size only. For the

general case, the expression of output current when allahsidtors working in the triode

region is given in (4-25) and in (4-26), the top transistor is in the daturagion.

k

1 I] ,7i k-1 -
I oy =E DS |:GZ\/EB _VDS) l_D +Z|Xi E D ) (4- 25)
i=1
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N
1 L I k-1
|Dl=§v§B 5 +;|Xim S : (4- 26)

k
[7.
Where, =3 ﬂ / .
iz:l: 17;

From above analysis, it has proved that the current divisionigenwill be valid
when the multiple transistors stacking together. If purpodedpsing all the transistors in the
triode region and settingp¢ equals to 0, the output current can then be expressed as the
function of the input currents with the division factors only depenaletthhe device size ratio.
By carefully choosing the device size of each transistor, the outpubhtoarebe expressed as
the binary combination of the every input current and thereferélitiital to analog function

is realized. A 4-bit current mode DAC is shown below as an example:

d3
Ve vx:|—/

Figure 4- 12 -- 4-bit DAC based on Current Divider Principle.
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There are total 16 transistors with the same size and 4ddentirrent sources in
Figure 4-12. If choosing 4 input current sources to pump the cuatrerde Vs, Viiz, Vxia
and M5 and the digital signal inputy€ld, as control the switch, the expression gf |
according to the analysis above is given as:

IDlz[d1%+d2%+d3%+d4%}Dx. (4- 27)
4.6.2 Dummy Transistor String

When the switches shown in Figure 4-12 change their statusesiyteetdevel in the
whole transistor string will be changed instantaneously. Moreritaupt, the node voltage of
the output node of the current source which being switched in or owthailige significantly.
Unless use real large device for the transistor and ttiehstai realize a small time constant,
the glitch due to the changing of current level will experienteng settling time and this
excess settling process is the major limitation factorisfdiarrent divider DAC being used in
high speed applications. In order to solve this problem, either ttiegséme or the glitch
itself has to be improved. As mentioned, the small settling time wilaidably involve large
size transistors and this requirement conflict with the adgenté this current divider DAC
with its small area implementation. The solution lefbisedmove or at least reduce the glitch.
By adding a dummy transistor string, the switch will introducectimeent to either the main
string or the dummy string and the voltage at the output nodé thfeaturrent sources will
only change very slightly if the dummy string is exactly idgaitwith the main string. This

structure is shown in Figure 4-13.
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S
y W
Main —/SW
string| |
|
)
| oW — Current
: Source
|
st
Dummjy—/SW__|
String |
|
/SW,

Figure 4- 13 -- Current Division DAC with Dummy String Block Diagram.
The dummy string will significantly reduce the change of eurssurce output voltage and

therefore improve the operating speed by orders with the same refeverssd level.

The simulation of two difference settling procedure is shown in Fignl

divider_TSMCB18 Trar_string_DAC-4bit_test schematic : Sep 3 23:23:19 2008

L T m ot /dac_out
-3 r (T-" lrlr ..\;"._T:. ‘4’1"\" *
I I (1] [r
‘ ‘ —28m
- A ! '
118m o
- 74@%92 182 W.B‘_gu M 1.8 ) 111 1144 117

Without Dummy String With Dummy String
(update @ 3 MHz) (update @ 100 MHz)

Figure 4- 14 -- Improved Settling Performance with Dummy String.
From Figure 2-14, it is shown that the original structure with nmrdy string

experienced long settling time and it is not doable for opegrainly at 3 MHz. After the
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dummy string being added, even with 100 MHz update rate, the DA€sgatetty fast since
the output nodes of the current sources now has very sligidghyge in their magnitudes. If
the current out of string will not drive the low resistive |adicectly, the current passing
through the string is quite small so that the transistor sizetss lquited. The cost of adding a
dummy string can almost be neglected but the effect of improthegspeed is very

significant.

4.6.3 Segment Structure

The most attractive benefit of the current division DAC is &l active area and
low power consumption. In order to further reduce the total actizesar@ save more power,
a segment structure is developed. The output is binary weighted camceritcan be added
together directly. The total N bit can be divided as K segmashteach segment contains a
sub-DAC with the same current division circuit of N/K bits. Withatle segment, an N/K bit
current divider is placed. The sizing issue now is discussed. $ingla transistor string, in
order to keep all the transistors working properly, each trangias to be size for allowable
to pass the largest possible current. For the segment structuexample, if a 6-bit DAC
comprises of 3 sub-DACs with each contributing 2 bits as shown inLbjgonly the MSB
segment need to be sized for the largest current and other transistansieescale down by
a factor of 4. This scaling down factor will provide higher at&ient to put the MSB with
larger silicon area, in which better matching performance gsined. Also the current
sources can be scaled by the same factor of the transistor strings and tearké8Bsources
will have the largest the device size and thus share thentashing property. By using

segment structure, the area will be further scaled down on the base of diviegoih DAC.

www.manaraa.com



Vs

My l'm »

3 1lps

Ix1
o
l

Vs

Four Transistor Current Divider

116

A £\
/ -
2-bits 4 U
2 |ref
)
2-bits |4 U
2 % Iref
LSB O
2-bits [~ \\/

IOUT

-
=
N
(o))

| ref

Figure 4- 15-- Segment 6-bit Current Division DAC.

4.6.4 Circuit Building Blocks Implementation

The current sources adopt the well established the wide outputcascde current

sources [57]. The reason for cascode is with the concern that the non-ideal cumanisl|

introduce moderate nonlinearity into the current divider as we distussthe previous

section. With the scaling down voltage supply, the output swing of the cascode cumrent mir

will waste one more threshold voltage, which is fairly sigaificin today low voltage

supply. The simulation shows that the wide output range cascode auirsort works very

well, shown in Figure 4-16.
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Figure 4- 16 -- Wide Output Range Cascode Current Mirror.

The output stage for the prototype DAC design includes two kinds ofwsgud he
first one is using the op amp to provide the null port. Because this wdpéwcus on the
current division linearity study, the op amp design will not be addressetail here.
However, the current division DAC substantially relaxed the bffequirement in the
amplifier design compared to other work using deep triode regiosigtars as resisters [2],
in which special circuit was designed for achieving low oftseplifier. In the later part,
simulation with different kinds of offset voltages are added tocttaiit and this current
division DAC has proved to be robust to considerably large offsets.

In the application of the bioelectronics implant systems like4if]-[49], the DAC
needs to drive the resistive load directly at the 1-2 Kilo Ohml,lexi@ch is approximately
the resistive of human nerve cells. The cascode current neriamded at the output node.
The cascode current mirror will amplify the output current frons 10A level to several 2
mA level to achieve 2 V p-p signal swing with 1 K ohm load. Theades current mirror is

carefully design with the total number of stage and the sizaabf stage of NMOS pair and
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PMOS pair so that the total overall bandwidth can be optimized. prbldlem has been
addressed in another paper [58]. Compared with the previous published workgh¢59]
bandwidth of the cascode current mirror can be improved by about 20%liagctw this
new technique.

Another benefit is that this structure offers the options of siagtefully differential
output almost for free because the dummy string provides thdyegppbsite current to the
main string. With the differential output, the odd harmonic will be sigseek and the signal
will be doubled so that better dynamic range can be obtained withthao ettra hardware

cost.

4.6.5 Layout and Simulation Results
The 6-bit total active area is about 50urB0um and the 8-bit current division DAC
is about 100unx 100um in TSMC 0.18 um standard CMOS process even with a very loose
layout of the digital circuit, which generates the non-overlapplogk for switching the

current into either main string or the dummy string. The layout is shown in Figure 4-17.
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Figure 4- 17 -- 8-bit Current Division DAC Layout

It is obvious that the about 50% are non-overlapping clock genaradathis part can
be significantly reduced by good digital layout tool and therefore thesictiak area will be a
little more than 60un 100 um.

In the simulation, two different offset voltages have been addedektify the
robustness of the linearity with the changing of the terminahge#t in the current division
circuits. The first offset voltage, 50 mV, is added at nogeiV/ Figure 4-13, which is
considerably large and the moderate design efforts should achieve #tevaitisge much less
than this value. The second offset has been added at the ggge.wh Figure 4-13 with the
magnitude of 50 mV. The 6-bit DAC is simulated with the cascadeent mirror at the

output to drive 1 K ohm and 50 ohm load and the results are tabulated in kbhd-Pab
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Figure 4- 18 -- Linearity of 6-bif Current Division DAC.

Table 4- 2 Simulation Summary of 6-bit Current Division DAC

6 bit MOS string DAC performance with 1 K/50 ohm
load

static INL (LSB) DNL (LSB)

Load 1 Kohm| 50ohm 1Kohm 50 ohm
No offest 0.13 0.5 0.15 0.4
Offest 1 0.21 0.7 0.22 0.67
Offestt 2 0.18 0.6 0.2 0.7

From table 4-2, it is easily to observe that this 6-bitemtrdivision DAC is robust
with the node voltage offsets. With 50 mV offset, appeariregtlaer node ¥ or Vs _gummy the
linearity only has been deteriorated by very slightly amounhodiigh the linearity is worse
when driving 50 ohm resistor with a much larger current gairestimirror, all the linearity
degradation is due to the larger size of the current ndewice. The reference current is 10
UA and the total power consumptions are 2 mW and 36 mW for 1 K oldral@wh 50 ohm

load, respectively.
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For 8-bit DAC design, in order to verify the linearity of therent flowing out of the
DAC, this DAC is simulated with a macro model op amp. Foreating 1 V p-p signal with
single 1.8 V power supply, a 12.5 K feedback resistor is placed with the omdrtipea880 uA
reference current sources is needed. The total power exclude the op3&2pW. The static
linearity performance is shown in figure 4-19 and the single afférehtial ended

performance is summered in Table 4-3.
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Figure 4- 19 -- Linearity of 8-bit Current Division DAC

Table 4- 3 Single and Differential End 8-bit DAC Linearity

8 bit MOS string DAC performance
static INL (LSB) DNL (LSB)
single/diff. Single Diff. Single Diff
No offset 0.5 0.5 0.8 0.8
Offset 1 0.8 0.6 0.65 0.6%
Offset 2 0.8 0.6 0.7 0.69
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The Dynamic linearity performance is described with spectamalysis with input
frequency keeping increasing close to the Nyquist rate. The sinded and fully differential

circuit simulated results are shown in the Figure 4-20 and Figurerésiectively.

SFDR Vs Inpuit Frequency
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Figure 4- 20 -- SFDR Vs Input Sinu Frequency with Single Ended Citat.
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Figure 4- 21 -- SFDR Vs Input Sinu Frequency with Differential En@d Circuit.

From Table 4-3, it is clearly shown that fully differentiatcait exhibits better
linearity in terms of INL performance because the even harmappearing in the slow
varying input frequency signal has been suppressed by the wliff¢reutput. However it
won't help with the DNL error caused by non-uniformly spaced stap 3ihis is consistent

with noticing in Figure 4-20 and Figure 4-21 that the fully diffitiad circuit provides better
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SFDR performance in both cases that offset voltages appetirs circuit. For single ended
DAC, if the V and \4 share exactly the same voltage, the highest harmonictidistes 5"
harmonic, however, if any offset voltage existing at eitigrnode or \ gummynode, the
second harmonic will rise up and determine SFDR. This is why the SFIW® offset curves
is 2 dB lower than the ideal case even without any frequenayaiser On the other hand, in
the fully differential circuit, even with the offset voltagepied at those two nodes, the even
harmonic distortions are still suppressed by the diffeakatitput, so that in Figure 4-21, the
SFDR with two offsets are very close to the ideal caseo Alshows that this structure is
more vulnerable with the offset appearing at thendde than at ¥ qummynode since in both
cases, the “offset 1” curve exhibits better linearity tharis&f2” curves. Beside the minor
difference of single end and differential structures, thiseatirdivider DAC offers very good
linearity within the whole frequency range since the SFDR dndp 2 dB when the input
frequency approaching to the Nyquist rate and this also imjpiggsthis structure has great
potential to operate at higher frequency. The table 4-4 osnfa¢ summary of all the major

specifications of this 8 bit DAC in differential mode.

Table 4- 4 Summary of the Post-Layout Simulation of 8-bit Current Division DAC

Supply Voltage 1.8V
Resolution 8 bit
Conversion Rate 200 MHz
INL 0.5LSB
DNL 0.8 LSB
Settling Time (full ragne to 0.25 LSB, up) 0.78 ns
Settling Time (full ragne to 0.25 LSB, down) 0.88 ns
SFDR @ Nyquist Rate 60.5 dB
Power Consumption (without op amp drive) 382 uW
Die Area 0.01 mm?2
Technology TSMCO018
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Because it is not very easy to compare the die area flaradif application DAC with
different kinds of load, there is just one comparison listed foethie similar application and
the very close current level and technology. Compared with [S6]wibrk offers two times
faster operating rate and occupies only roughly 1% of thedotiale area (nhormalized to the
same feature size). Also the power consumption level and tiiagséme of this work are

compared with several commercial products, which don’t drive loistoes directly.

Comparison with Some Commercial Products
c
g X C0800 (NS
g_ 50 DA (N W
g % 30 | This work
O~ 20
5 10 / Mg><5188 TLC7524 (TI)
ADR5450 (A®N)
E O ’ R T T T T ?
0 20 40 60 80 100
settling Time (ns)

Figure 4- 22 -- Comparison This Work with Some Commercial Products

4.7 Conclusion
This paper presents the study of a well-established technicueh vaave been
influential to many published work in various systems. From théytece and simulated
results, it has been shown that the inherent linearity which hasctemed by the original
authors is actually quite limited and also dependent on multipteiit conditions. The
phenomenal linear performance reported by all the works based on this cwiseonm dircuit
are actually based on more general circuit principle; symcakproperty. In the second part

of this paper, a novel current division DAC has been presented. For low resoluiipn ties
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current divider DAC benefit from that current division citowith very small active area and
low power consumption. Also its straightforward circuit anamiunity with large offset
voltage simplify the design efforts. The dummy string dramiftibaosts the operating speed
with very slight cost of the extra silicon area. Also this DgtGvides fully differential output
with no extra hardware and thus offers better static and dydiaeécity and dynamic range.
The simulations demonstrate potent for higher speed operatitng excellent settling

performance.
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CHAPTER 5 BANDWIDTH OPTIMIZATION OF CMOS
CURRENT MIRRORS

5.1 Introduction

Current mirror is one of the most useful basic building blocks in SM@egrated
circuit. The performance of current mirrors usually determinkes whole circuit
performance, especially in some current conveyors and other curosl® arcuits. The
comparison of difference current mirror structures such as sioystent mirror, Wilson
current mirror, cascode current mirror, etc have been repoft]inThe several major
specifications have been compared in this work including output resstaacdwidth and
current gain. However, beside [2], very few reported works addiessissue about
optimization design with a chosen structure. This work will preskat approach of
optimization of a cascade simple current mirror with a gmament gain. The analysis and
simulation exhibit that by choosing proper number of stage antuttaralocating the gain
of each stage, the bandwidth of the total current mirror would bemized. This work
would be particular interested for those circuits needs to drige zapacitance load or low

resistance load with cascade current mirror, such as dressed in [3], [4].

5.2 Simple Cascaded CMOS Current Mirrors Analysis

The bandwidth optimization problem has been already addressedtoj2¢ver, the
previous work based its conclusion mainly upon simulation and, even though thierequa
have been presented, the best choice of number of stage and gaiaraeminfpr each stage

has not been clearly addressed. Furthermore, the bandwidth of téet cairror still can be
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improved with more delicate analysis. In the following part, aecfosm expression of the
bandwidth will be derived based on single pole system approximation.

The single stage current mirror is shown below in Figure 5-lerWhe large current
gain is required, a very wide transistor is necessary for thgutdevice and thus large
parasitic capacitor associating witlys will limit the bandwidth of this current mirror. The
total capacitance approximately equals to the sum of theCyy@nd the total equivalent
resistance roughly equals to thgl/. The size of M has been uniquely defined by the total
current gain and the design space contains only one design paraweteagsuming the

identical length has been used for good matching performance.

i lin i Tout

WIL A*WI/L
| |
'V'1:| | | |y, M2
1:A
N4 N4
Figure 5- 1 -- Simple Current Mirror with Current Gain of A
2
Cgsl = _COXVV1L1’ (5' 1)
3
2 2
CgsZ = écoxwz L, = éACOXVVlLl’ (5' 2)
1 L
Req = = 1 , (5' 3)
gml /’Incoxvvlveb
2 L2
T = R T =Ry {Cy +Cyo) = 5214+ A). (54
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Alternatively, by replacing the single large transistorFigure 5-1 by multiple stages of
current mirrors, the bandwidth of the current mirror could be sugmfly increased and
meanwhile the total current gain is still maintained. For aescarrent mirror, two different
scenarios will be discussed in the following part, even number adsstagd odd number of
stages. First, the bandwidth expression of even number of stagaleasirrent mirror will

be derived below.

/

/
A —— M2 /w21

1m /

Stage 1 ,

Figure 5- 2 -- a Cascade Current Mirror with Even Number of Stages

For even number of stages, it is convenient to group the NMOS and P&IO& a single
stage and total number of this P-N MOS pair is nominated?asUnlike the single stage
case, in which only one design parameter is available, thetetale2P design parameters
comprising of a 2P dimensional optimization problem§\Wi.a, Wo.o, Wos, ..., Wy, ...,
W4} It is pretty hard to result an optimization problem with high odierensions and thus
certain assumption needs to be presented here. Assume the gaif$MO8 pairs are the
same as” and the gain of every PMOS pair is identicat,.” If the second order effect

has been neglected here and also the overdrive voltage of the IMCEhd PMOS pair are
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assumed to be the same, the geometry ratio of each curreat stage is defined by the

corresponding mirror gain as listed below:

(e A0 ()
o e o W (o

(E), () o () <(E]mroron
L), (L) L) \LJ

where ) = #n .
Hy

It is clearly to see that(nin)” = A.

Use the similar process as single stage current mirrottjrtieeconstant associate with the
node at PMOS pair of the p-th stage is expressed as the muoltiphe total equivalent

capacitance and resistance. The time constant is derived as:

Ctot,p—p DCgs,p—:S +Cgs,p—4 = gcoxmpnp_lvvll—lA +§C0xmpnp\/v1LlA
) L (5-5)
=—AC W, 1+=—
3 ox lLlA( n\J
1 1 L,n
Rtot, O = = 1 , (5' 6)
PP Gna KD[W) v, KAAWY,
p-3
_ _2L2(n+))
Z-p—p - Ctot |:IRtot _§iup—v(9b : (5' 7)

Use the same procedure, the time constant associate with the NMOS Ipaip-éih stage is

given:
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_ 2B AYP
Tp—n - C:tot,p—n |:IF\)[ot,p—n - 5 ,Unveb (1+ n . (5_ 8)

Repeat this derivation procedure for all the nodes associatedhgitNMOS and PMOS
mirror pair, it is interested to discover that all the NMOSgahare the same close form
expression and so does the PMOS pair. The expressions of the titatansording to the

NMOS pair mirrors and PMOS mirror pairs are shown below, respectively.

2 1/p
Ti_n=2 B A (5- 9)
3 :unveb n
2

+
Tip = 2L(n+D (5- 10)

3 :upveb

Based on the assumption:

EDY AN A (5- 11)

it is easily to derive the expression of the total equivalent time constant as:

2 1/p 2
T =2T,+2T :E L 1+A Ep"'gl_l(n-'-l)[p
P 3lunveb n 3 lupveb

AP 5- 12
_21p| @), ) 1

3 Veb /’Ip /’In

For achieving the maximum bandwidth, it is equivalently to find thallest time constant
with certain values of andp in (5-12). Take the partial derivative of (5-12) versu# is

given:

1
0ry _2Lp i+Ap(_ij . (5- 13)
on 3V |, M\ n°
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By equating (2-13) to zero, the valuerak given:

1
n= &A?p . (5_ 14)
\ 4,

Eq. (5-14) gives the specific value for each given p to achieve the optimum bandwidth of
certain current gain.

In the following section, the cascade current mirror with odd number of stidpewi
studied. As shown in Figure 5-3, the odd number of stage can be also treated as integer

number of PMOS-NMOS pair plus one more NMOS current mirror.

M2-

Tpn llout

— [_M(p+1)-2
m

/
Stage2 , Stage p+1

Figure 5- 3 -- a Cascade Current Mirror with Odd Number of Stages

The analysis is almost the same as previous section for even nahdtages except the

relationship between the NMOS pair gain, PMOS gain and total current gain ggvesw

mP* P = A. (5- 15)
With the same analytical procedure, the time constant associate with NMOSI@&1 P

mirror pairs are given as:

2 1/( p+1)
Ti S Ap : (5- 16)
3 :unveb n%p"'l)
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_2L2(n+))
- —5—;1 v (5- 17)
p'e
The total equivalent time constant is:
Ttot = Ti—n [ﬂp+1)+ Ti—p [ﬂp)
Al/(p+l) —‘
(p+1{1+
2| anp, o/ (5- 18)
3Veb /’Ip :un
I J

To find the proper value n to achieve optimum bandwidth, take the partial derivative to (5-

18) and solve for n:

nz{ﬁgAUQJ}“/%+) (5- 19)
m

The optimum bandwidth of the cascade current mirrors can be rbgla®perly chosen the
PMOS gain according to the equation (5-14) and (5-19) for even @seade stage and odd
order cascade stages, respectively. The values of the PMQ®8 gain for optimizing the
overall bandwidth with total current gain equals to 50, 300, 1000 are &dbiaiable 5-1

for different number of stages.

Table 5- 1 Optimum Gain Allocation for PMOS Mirror Pair

Overall Current Gain A
p (# of stages) 50 30( 1000
2 3.2 7.8 14.3
3 1.3 2.3 3.45
4 1.2 1.9 2.53
5 0.8 1.2 1.53
6 0.9 1.2 | 1.42
7 0.7 0.9 1.08
8 0.7 09| 1.07
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This analysis results a close form expression of the bandwidtsohde current
mirror and furthermore exhibits a fairly simple method to desigrascade current mirror
with a maximized bandwidth: the optimum bandwidth can be obtained by (tih2) and
(5-18) with corresponding values offrom (5-14) and (5-19) for integer number of stage

The bandwidths of multiple stage current mirrors are shown in Table 5-2 below.

Table 5- 2 Optimum Bandwidth for Multiple Cascade Current Mirrors

Overall Current Gain A
p (# of 50 300 1000
stages)
1 2.71E+07 4.59E+06 1.38E+06
2 3.70E+07 1.67E+07 9.44E+06
3 5.37E+07 3.36E+07 | 2.38E+07
4 3.90E+07 2.83E+07 2.24E+07
S 4.12E+07 3.25E+07 | 2.74E+07
6 3.19E+07 2.65E+07 2.31E+07
7 3.21E+07 2.76E+07 2.47E+07
8 2.62E+07 2.31E+07 2.10E+07

From Table 5-2, it is clearly shown that the largest bandwidthabealys be obtained with
odd number of stages cascaded and odd number cases exhibits bettedthathdw even
order cases except for single stage. For instance, 3-stagde#stae fastest one for overall
current gain of 50 and 300 and the 5-stage structure has the langesidih for current
gain of 1000. This saw shape bandwidth curve is mainly due to the outgpeidstace type.
For the structure shown in Figure 5-2 and Figure 5-3, the input npaics are N-channel
transistor and output mirror pairs are also N-channel deviceddifnumber of stages has
been used. N-channel transistor has much smaller size comparedPtatianel device for

the same magnitude of the current and therefore the time conssactaded with the total
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parasitic capacitance will be significantly smaller in INtanel transistors than in P-channel
transistors.
In the next section, the simulation will be presented to verify dpsmization
analysis. Also, the comparison will be show between this work witlpiesdous work and

certain common wisdom.

5.3 Simulation and Comparison

In the previous section, the analytical work demonstrates closedppressions for
optimum bandwidth of the cascade current mirror. The simulation essaxy to verify the
analytical results because the square law model cannot acpredtet the performance of
modern semiconductor circuits. The cascade current mirrors hawnedesign using TSMC
0.18 um process with cadence environment. There are total threemiféeserall current
gains are chosen for the simulations, 50, 300 and 1000. Figure 5-4, 5-5 and 5-heshow

simulated bandwidth comparing with the analytical bandwidth, respectively

Analytical and Simulated Bandwidth of the Current Mirror
with Gain of 50

8.0E+07 - Simul/ated Bandwidth
6.0E+07 A//Q,/Av —
4.0E+07 = e ‘A\‘_T‘\.
2.0E+07

\
Analytical Bandwidth
00E+00 T T T T T T T T 1

0 1 2 3 4 5 6 7 8 9
number of stages

Bandwidth

Figure 5- 4 -- Simulated and Analytical Bandwidth with Current Gain of50.
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Analytical and Simulated Bandwidth of the Current Mirror

with Gain of 300
Simulated Bandwidth

808077 /.\/\‘}‘\‘
4.0E+07

2.0E+07 M

bandwidth

/
Analytical Bandwidth
0.0E+00 T T T T T T T T
0 1 2 3 4 5 6 7 8 9

number of stages

Figure 5- 5 -- Simulated and Analytical Bandwidth with Current Gain of 300.

Analytical and Simulated Bandwidth of the Current Mirror

with Gain of 1000
Simulated Bandwidth

5.0E+07 - /\/L‘\‘
4.0E+07
3.0E+07 p—

2.0E+07 //.\‘/‘\‘__r_.\A R

1.0E+07 / \ .
0.0E+00 Analytical Bandwidth

0 1 2 3 4 5 6 7 8 9 10

number of stages

bandwidth

Figure 5- 6 -- Simulated and Analytical Bandwidth with Current Gain of 1000.

From above figures, the match between analytical work and siowledsults has
been demonstrated, especially for lower number of cascaded-stagksth@/iincreasing
number of the stages, the difference between the analyticaksraadl simulations is getting
bigger. For example, the 3-stage cascaded current mirroreeaisgroved to be the fastest
one in both analytical and simulation works for current gain of 50, hawé\stage structure
exhibits the highest bandwidth from the simulation results of galf®@® instead of 5-stage
in the analytical work. This is because with the increasing nundbestage, the

approximation from (5-11) becomes more and more rough and the analgticht diverts
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from simulation further. Even though, the difference does exist bettieeanalytical and
simulation results, this approach provides a very good starting point when theaptmof
a cascaded current mirror is of interested for choosing the rpnopeber of stage and gain
allocation for each stage. In the next part, this work will be coedparth the previous
approach and some common wisdom. In the previous work [2], the author did arbt cle
address the gain for each stage besides those two equations bedogvnw and np represent
the number of stage of NMOS mirror and PMOS pair, respectively:

fl(m, n): m™ h"™ = A, (5- 20)

£,(mn): vm(z+m)? = £o Jn(a+n). (5- 21)

p

The Newton iteration can be used to solve above two equations for numerical solutions.
(mﬂj:(mj_y[DF]—l( fl(m’ni )j (5_ 22)
ni+1 ni fz(m ! ni )

f
0 j
where - _ (fz : (5- 23)
Solving above equations for different number of stages, the optimizdstiasvidth current
mirror are achieved and then the comparison can be presented bdtigeenrk and the
previous work for the same overall current gain. Also this optinoizgiroblem is analogous
to the sizing of a string of inverters for driving large cajpaeiloads. The common wisdom

will set the gain of each stage identical and given as:

n=¥A. (5- 24)
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The following three figures show the comparisons of this work prighvious (Kirk Peterson)

work and common wisdom for difference overall current gain and diffenember of total

stages.

Bandwidth Comp. of the Current Mirror with Gain of 50

8.0E+07 - My approach Kirk's work
£ 6.0E+07 -
e /\o—"‘\."\.
2 4.0E+07 #
C
o 2 OE+07 common wisdom
00E+00 T T T T T T

0 1 2 3 4 5 6 7 8 9

number of stages

Figure 5- 7 -- Bandwidth Comparison of This work, Previous Work and Common

Wisdom-set I.

Bandwidth Comp. of the Current Mirror with Gain of 300
6.0E+07 - My approach Kirk's work
£ /\M
S 4.0E+07 » I s
= M ——
©
& 2.0E+07 |
< common wisdom
00E+00 T T T T T T T T 1
0 1 2 3 4 5 6 7 8 9
number of stages

Figure 5- 8 -- Bandwidth Comparison of This work, Previous Work and Common
Wisdom —II.
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Bandwidth Comp. of the Current Mirror with Gain of 1000
My approach Kirk's work
6.0E+07 yapp
< LA
5 4.0E+07 = —=——
= e
.g /_
g 2.0E+07
Q0
common wisdom
0.0E+00 T T T T T T T
0 1 3 4 5 6 7 8 9
number of stages

Figure 5- 9 -- Bandwidth Comparison of This work, Previous Work and Common

Wisdom —lII.

From above three figures, it is clearly shown that this apprbasha significant improved

best bandwidth than common wisdom and compared to the previous work, thisesutk

about 10% to 25% increased largest bandwidth for different curaemé.gn order to verify

this work, some random gain allocations have been chosen for certain rofrstages near

the neighborhood of the optimized design. For instance, 4, 5, 7 stages murrerg have

been simulated with some random ranged gain for each stage for gain of HGlandesults

have been shown in the figure below.

Bandwidth Comp. of My Approach and Some Random CM

7.0E+07 - My approach
< 6.0E+07
S / \
2 a
2 5.0E+07
= random
o 4.0E+07 2 )
3.0E+07 > — ‘
3 5 7

number of stages

Figure 5- 10 -- Comparison of Bandwidth of This work, with Some Randorain
Arranged Current Mirror with Overall Gain of 50.
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It is very obviously that this work exhibits much better bandwidth #ibthe random
chosen mirrors. Combined Figure 5-7~ Figure 5-10, it has been provettithatork will
produce the highest bandwidth cascaded current mirror for a giveallogerrent gain

among existing design strategies.

5.4 Conclusion

An effective design approach has been presented in this paper andrtoptmaum
bandwidth of a cascaded current mirror can be achieved by choosipgofiex values of
number of mirror stages and the specific gain for each stage amrdalithis analytical
work. Even thought, the theoretical results have some differencettimsimulation results,
this work still provides a very good guidance and starting point fagrmieg the cascaded
current mirror when the bandwidth is important. From all the sinmdaesults it has been
shown that this work produced higher bandwidth than the previous work and sodoenr

gain allocations structures.
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CHAPTER 6 A COMPREHENSIVE STUDY OF CALIBRATION
ALGORITHMS FOR PIPELINE ADCS

Abstract--various calibration algorithms were introduced in the literataremprove the
linearity performance of pipeline analog-to-digital converfddC). In the first part of this
chapter, a comparison study of the reported calibration algoritvitisbe presented,
including the basic analysis on the purpose of ADC calibration algorithms, the discasdi
comparison of the representative reported algorithms. The insigtdcodastics of those
algorithms are investigated and the advantages and possiblditingtare addressed for
each algorithm according to the implementation cost and perforniapcevement. In the
second part of this chapter, an original model based calibratiorithfg is carried out with
more details in theoretical analysis and simulation resultedas the examination of both
existing and proposed algorithms, the comprehensive review of thegxagyorithms and
the prediction of the next generation calibration algorithm to imptbeepipeline ADC

linearity beyond 14 bit level will be included as the conclusion for this chapter.

6.1 Introduction

Data converter is well known as the world largest volume ngradicomponent and
is wildly used in communication, signal processing and electron aledgystems. The
pipeline ADC is one of the most popular and widely used architectnom@g the Nyquist
rate ADC architectures due to its high resolution with modest $ypgled. However, the
shrinking design feature size and decreasing supply voltage hmakiesign work more and

more difficult with more ambitious target. Meanwhile there m@ny issues that limit the
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overall performance such as finite and nonlinear operational faanp{op-amp) gain,

mismatch and voltage dependent capacitance of capacitors in ssaipettitor circuits,

comparator offset error and so on. To achieve high performance ura$er ¢onditions,

calibration algorithms were introduced into ADC design work since '$98though there

are many calibration algorithms reported in past twenty ydsgxXperimental performance

of most reported calibration algorithms has not been impressive aedhidee been minimal

industrial adoption of these techniques. Table 6-1 will give the sumohding most popular

and more recent results on ADC calibration that have appeared iltetta¢ure. These

reported works including different calibration method, analog and digithleves different

ADC performance with, of course, different hardware or software costs.

Table 6- 1 Comparison of Recent Calibration Performance of Pipeline ADCs

Year

1991
1993
1995
1996

1997
1998
1998
1999

2000
2000
2002

2002
2002
2003

2004

Author
Lin, Kim and
Gray
Karanicolas, A.N
Kwak, Song
Mayes, M.K

Song, B.S
Wooley, B.A
Lewis, S.H
Erdogan, O.E

Blecker, E.B
Opris,|.E
Chuang, Y.H

Lewis, S.H
Shabra, A
Beck and Allstot

Lewis

Resolution
(bits)

13
15
13

16

15
12
10

12

8
14
14

10
12
8

12

Speed
(MSPS)

2.5
1
10
1

5
10
40

0.125

13
5
10

120
61
20

80

INL
(LSB)

2
1.25
1.8
0.75

1.77

0.9

0.84
0.71

0.6
15
2.5

0.88
0.6
0.65

0.24

ENOB Calibration

capacitor-triming,
11 on-chip

13.678 Digiral, off-chip

11.152 Digital, off-ch

15.415 Digital, on-ch
Digital,

13.176 background

11.152 Analog, off-cnip

9.251  Digiral, on-c

11.494  Digital, on-c
Digital,

7.737 background

12.415  self-calibratign
11.678 Digital, on-ch

Digital,
9.184 background

11.737  self-calibrati
7.621 No
Digital
12 calibration

ip
p

ip
nip

p
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From Table 6-1, it is clearly shown that all the authors aekieperformance
improvement with the introduced calibration algorithms and some datime resolution
after calibration at reasonably high levels. However, the tefeecesolution based upon INL
performance for low-frequency inputs of the higher-speed structspesifically, the 10

MHz and beyond structures, are limited to the 12-bit level. Thetsesutluding some of the

lower-speed structures, are compared graphically in the following Figlire 6

Linear Performance of Pipeline ADC
18
OENOB
16 —
14 —
12 — — = —
0H H H H H — —
s+ H —H —H —H — — — — 1 — — — =

644 H—H H MH HMH HMH FHMH FHMH FH FHMH FH FH O H H -

t A 4N 44N 4 N4 N4 N+ 4NN+ M H<N HMH H
o444 - MH MH MH FMH FMH FH M M M M M -

0 T T T T T T T T T T T T T T

S ®» B & KR ¥ ® & 8 3 8 &8 &N & B

g & & &8 8 &8 8 &8 § £§ § 8§ 8§ § s
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5 2 ®» x o < T w ao 4, T T < 3 ¢

G < c§ S @ @ 9 0 uU = > o g 7 H
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g 8 s & 58 < g ¢ s F 5 EFT
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< Ny X w o e

38 $

P

0]

Figure 6- 1 -- Linearity Performance Comparison of Selecte®ipeline ADCs with
Calibration
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6.2 Comparison of the Existing Calibration Algorithms

Existing calibration algorithms can be classified into onevofttypes. One is digital
calibration algorithms in which the raw digital output codes areected with some form of
digital signal processing and the other is analog calibratiderfaktively termed hardware
calibration) in which analog circuitry is calibrated so thaglilyethe natural digital output
code is correct. Some authors use the term “software califstraterchangeably with the
term “digital calibration”. Most of the digital correction afghms require insertion of a test
or training signal into the signal path or to intermediate pamtise signal path to excite and
hence correct the non-idealities of the ADC. Some analog dadibr@gorithms also require
test or training signals. Any digital or analog calibratiGgoathm can be classified into one
of two types. One focuses on correcting the source ofrtbeseand the other focuses on
correcting the effects of the non-idealities in the signah.paBoth background and
foreground variants of analog and digital calibration algorithms baes reported in the
literature. Collectively, all reported analog and digitalibzation algorithms share two
properties. First, they are strongly dependent upon the model of théumiblocks of the
ADC and second, they focus on calibration of some intermediate tastcs of the ADC.
As a consequence, most are highly sensitive to the accuracy mbtheds and even modest
model errors seriously limit the performance of these dlgos. Since the calibration
focuses on adjusting or trimming some intermediate parameterasuahgain error in an
inter-stage amplifier or a discontinuity in the transferrabgeristics of the ADC, there is no
assurance that calibrating these intermediate parametergsuilt in achieving good desired

performance parameters.
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6.2.1 Introduction of Pipeline ADC and Purpose of Calibrations

A brief analysis of the ADC and ADC calibration is introducectser the base of the
following evaluation.

At low frequencies, an ADC can be characterized by an ordegeersee of voltage
or current transition points which divide the input range of the ABYG a sequence of
intervals where the transition points in the sequence are rankedrbg the value of the
voltage or current. The intervals, in turn, are mapped into an drdegpence of digital
numbers with the position of any interval in the interval sequencwy lokitermined by the
position of the two transition points that define the interval in the transition point sequence

For an ideal ADC, the number of and location of the transition pardetermined
by the ADC architecture and the transition points should be unifadisigbuted throughout
the input range of the ADC. The interval sequence is mapped intmtheegative integers
defined by the position of the interval in the sequence with thepfastion in the sequence
being mapped to the integer 0. The integers are generally expregbedbase-2 number
system and generally referred to as digital numbers or digital codes.

A fabricated ADC will have errors in the location of thansition points, some
transition points may be missing, and there may be errors uighal code mapping of the
intervals. After fabrication, calibration can be used to reducerttoes. This calibration is
generally performed on-chip and termed self-calibration. Taiéc gpberformance metrics,
INL and DNL, are widely used to characterize the low-frequgrerformance of the ADC.
Both are defined in terms of the transition points of the ADC ardnagasures of how
uniformly the transition points are spaced. Invariably, calibratigarahms are developed

for the purpose of improving the INL and DNL metrics of a device.
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Non-idealities in an ADC are all due to non-ideal performanddeotircuit used to
implement the ADC and thus can be classified as hardwaoesers to the pipeline
architecture, the non-idealities can be classified into twastypae is the linear error and the
other is the nonlinear error. A Pipeline ADC is composed of mulgipeline stages. There
are many sources of errors in a pipeline stage, such astéhestage transfer gain error and
reference voltage errors. Some of the errors such as thenedeerrors can be viewed as
linear errors, which will results some sorts of linear dfaifige of the final outputs, and the
others such as the nonlinear transfer gain error can be viewethlagar errors, which will
leads to nonlinear shape of transfer curve instead of theliidkeat relationship between the
analog input and digital outputs.

In order to work through the calibration algorithms that focus ordiffierent error
sources causing the nonlinearity, in this section, we will vextee pipelined architecture
briefly and analyze its possible errors. A pipeline ADC is congho$esome pipeline stages.
Each pipeline stage receives the analog signal from theopeestage (or the original input
for the 1st stage), and outputs one or multiple digits and a residagesob the next stage.
The most simple and widely used pipelined architecture is the operbgtage architecture
this architecture will be our example to propose this new cabbratcheme due to its

simplicity and popularity. A typical 1-bit pipeline structure is shown in Figure 6-2.
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D,
P, C,
/ (
\
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\ Vout()
CD1 +
Vref <L v
Vel 2 di

Figure 6- 2 -- One bit/stage pipeline stage structure at Stage-i

For the structure shown in Figure 6-2, the input range is [§, Yhe comparator
threshold voltage is M=V 2. When the input voltage ¥V, d=1; otherwise d=0. If the
nonlinear errors such as op-amp nonlinearity and capacitor nonlingaritgtataken account

in, the inter-stage transfer curve is linear and given by

_ 1 G, S
s (G © 1

1+ ——

A
where A is the op-amp dc gain,;{ds the input capacitance at the op-amp input node, and
V4(d)=dVref is determined by the output code d. Ideally §fi& infinite and G and G are
exactly matched, we have:
_[1. G 1S _ _
Vres - (14—?1} |N/in (a] |N/d (d) =2 |N/in Vd (d) . (6' 2)
One ideal inter-stage transfer curve is depictefigure 6-3(a). However, there are various

errors that make the inter-stage transfer curveideal. The comparator may have an offset
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error such that M#Vef2. In actual situation, Ais finite, and @ and G may not be perfect
matched. The op-amp may also have input offset error. Besidesydorange protection,
the inter-stage gain is usually set to be less than 2 purposdly.ahve errors, the two
pieces of inter-stage transfer curve are still straigittimay deviate from the ideal position as
depicted in figure 6-3 (b). Furthermore, there are also some nandéimea sources such as
the third order nonlinearity of the op-amp and the voltage coeffiolenapacitance which
cause the transfer curve bend a little bit as shown in figiBé)6 Both the linear and
nonlinear errors should be removed by calibration. However, previdbsatian algorithms

usually can only handle the linear errors efficiently.

‘yres
(V2 — I I
=0 =1
Vin
0 Vet
Vin = Vieti2
(a) Ideal Inter-stage Transfer Curve
‘yres
Viet ._ I I -
d=0 =1
V:
0 Vet "
Vin = Vieri2

(b) Ideal Inter-stage Transfer Curve with Linear Error
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d=0 d=1

Vin

0 Vref
Vin = Vien2

(c) Ideal Inter-stage Transfer Curve with Linear Error & Nogdir Error

Figure 6- 3 -- Pipeline ADC Inter-Stage Transfer Curve Characteritcs

The pipelined ADC performance is totally determined by titeristage transfer
curve of each stage. To calibrate the ADC, we can just ingpelctorrect the errors of the
transfer curves without caring about the detail error sourcestefbne, we need to
characterize the transfer curves for calibration. The calivrggerformance will depend on
the inter-stage transfer curve estimation.

Hardware calibration algorithms generally focus on corredtiegsource of the error
in hardware by trimming or adjusting the hardware components d@loaeahe error or by
making hardware adjustments that mask the effects of an édigital calibration involves
making changes in the incorrect raw output codes by ideally majppingcorrect output
code to a correct output code. Digital correction informatiogeiserally stored in some
form of memory and some form of post processing of the raw outpus é¢sdgenerally
required as part of the digital calibration approach. A gooitbredion algorithm should be

capable of correcting both the linear and nonlinear errors in the ADC.
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The Calibration, whether it is digital calibration or hardsvaalibration, requires
training or learning period whereby the non-idealities of Ai2C are determined and
incorporated into the calibration algorithm. This calibration candbee in either the
foreground or the background. In foreground calibration, a testaoring sequence is
applied to the ADC and calibration parameters are determiwed this training period.
With foreground calibration, the normal operation of the ADC is suspenttebackground
calibration, the calibration is accomplished in the presence aialatata flow through the
ADC. With background calibration, the performance of the ADC élldegraded until the
background calibration process is completed. Invariably periodadilveation is necessary
due to environmental changes that degrade performance. Most foregrdimdtica
approaches are easier to implement than background calibration dygsdat the latter are
necessary in applications where an interruption of the data path is intolerable.

Numerous algorithms have been reported for ADC calibration iratiibee. For the
most part, the hardware calibration was popular in the 1980’s (sucrag's @lgorithm for
trimming the capacitors), while digital calibration has been damigasince the early
1990's. In the following part, some representative and frequently citibration algorithms
will be reviewed and evaluated. The evaluation is focused orhehttey accomplish the
task of calibration and how effective the calibration is. Brietiye evaluation will base on
and the performance improvement and implementation cost. The performgrogement
mainly refers the errors coverage, INL and DNL improvement. Dsé @efined here may
include the implementation complexity, computation load and hardware aVveslad as

memory size.
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6.2.2 Reported Calibration Algorithms Review and Evaluation

6.2.2.1 Karanicolas and Lee Algorithm [1], [2]

This is a digital calibration algorithm and the paper introdudims technique is one
of the most cited papers in the digital calibration field (61tioms by the SCI at the
preparation of this paper). Many digital calibration algoritmeported recently are based on
or similar with this algorithm. This algorithm was reportedoe used on the pipeline ADC
with the inter-stage gain equal to 1.93 to provide safety oveerprotection although this
technique can be extended to the multi-bit per stage pipelindeatcine. The original paper
discussed this algorithm use two extra stage to achieve 1&sbiution with the sub-radix
gain. The calibration was done by keep the continuity of the ovamalit-output
characteristic. To achieve this, the algorithm eliminated theodiguity points in the
pipeline inter-stage transfer curves. The basic idea is ke it inter-stage transfer curve
continuous by interpreting the raw digital output codes correctlgdoh stage. As shown in
Figure 6-4, for stage k, the inter-stage transfer curve\slatl into two pieces by the
transition voltage for the stage,nW To make the transfer characteristics of stage k
continuous, the calibration algorithm tries to measure the differbat@een the largest
output code R of the left portion of the transfer curve and the smallest outjué B of the
right piece and then interprets the raw code “1” for the rightiqrodf this stage as “P
D,+1". In the first step of the algorithm, the un-calibrated taijges of the converter, which
were assumed to be ideal, were used to measure the discorifrhigylast stage (excluding
those “ideal” tail stages) that was to be calibrated. Subseciages are calibrated

sequentially by using the calibrated tail stages as seem thhe stage under calibration to
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estimate the discontinuity of the stage under calibration. Thiegsos repeated until
finally the first stage is calibrated at which time thébcation is complete and all the data

was saved in a RAM. The basic ideal is shown in Figure 6-4 below:

uVout(k)

. #shift Dy- D2 +1

Vinwk)

Vih(k)

Figure 6- 4 -- Basic Ideal of the Karanicolas and Lee Algorithm

This algorithm is procedure-based with the implicit assumptlat torrecting
discontinuities will calibrate the pipelined ADC but once the proeeducompleted, there is
no guarantee that the desired performance characteristit® ADC, such as a required
INL, DNL or SFDR specification, is achieved. The algorithsoalequires the insertion of
test signals at multiple points in the pipe thus disturbing the grepef the actual signal
path. And the method of inserting zero input to define the major tramsenrs is vulnerable
with offset error, which means the major transient point mayhappened exactly when
input is zero. Also the discontinuous calibration also limited by #solution of the
following stage. As shown in Figure 6-5, due to the random offsetgode width W and
W, are not controllable, and they may vary from 0 to 1 LSB. After sthi# up and

“connection”, the code width around the major transition point i$\W§, which may vary
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from O to 2 LSB. Such kind of error can be accumulated along the wipalined data path,
and then the total error after linear error correction may be not sagjsfyi

Another issue related to this algorithm is that this algoritensensitive to the
nonlinear error in the pipeline inter-stage transfer curve camgetbnlinear errors in each
block, such as the nonlinear mismatch of the capacitors, nonlinear gtie ofter-stage
amplifier. The algorithm does not optimize the code mapping with suchneanlerrors
present.

All those nonlinear errors will affect the calibration parametersa(id D).

1
1

Digital output —1
o] i =

R
1

D B

Wy 1—=] #—
W2

D2 —

W D) Analog input

Figure 6- 5 -- Calibration code error in Karanicolas and Lee Algorithm
Since this algorithm only calibrated the few major transition powithout knowing extra
information for the whole transfer curve, the information gatheredti€nough to guarantee
the ADC performance. And this algorithm is procedure based, not outgped,badoes not
provide the testing results of the ADC. The calculation compléxitgasonable low because
only summation operation is required and the hardware overload ismetly only 132 byte

memory is needed to store the calibration codes. This algoritbwidps a very efficient
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method to handle the linear errors and this work is very infludntiamany other calibration

algorithms.

6.2.2.2 Soenen and Geiger algorithm [3], [4]

The basic concepts of the Soenen algorithm are very sitoitaiose in the previous
approach. The major distinction is that this calibration startsratigeiuse of wrapping in the
calibration process whereby the output of the last stage is @gplithe input of the first
stage in a bootstrapped manner. Thus, in an n-stage pipeline, calilwati start at the last
stage with the output of the last stage being applied to the input of the first Atgeth the
previous algorithm, a test signal is applied to the stage untleratian and the measured
digital outputs are used to remove discontinuities (i.e. decimate}hen transfer
characteristics. In the implementation presented by Soenenramgs- protection was
provided by what is often termed a “1.5 bit per stage” architedtureshich an extra
comparator was used in each stage. The performance limitat®essentially the same as
those of the previous algorithm with the exception that the assumptideadty of the tail
stages is not made and with the exception that subsequent iteadtibration cycles can be
used if further improvements in accuracy are required. There ibeanssue related to the
bootstrapped manner. Under more and more stringent requirement of lowr pow
consumption tendency, scale-down technique is used to reduce the totakcposamption
and total die area. Thus driving ability will raise if the output of the lase s&ageing applied
to the input of the first stage with the scale down from the diege to the last stage. The
load situation is different when adopting scale-down technique wheppedaarchitecture

from the last stage compared with the normal connection asidifference will lead to the
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error in calibration code and thus the calibration scheme cannovaadm@ected results.
Again, as mentioned in the previous section, this calibration needdtiegtsignal be
inserted in the pipe and thus it will suffer from all kinds of nonliygarror roused from

pipe stages.

6.2.2.3 Ingino and Wooley algorithm [5]

This is a hardware-based calibration algorithm developed for pledingd structure.
The algorithm tunes thé, andVes, of each stage with the aid of an external high resolution
DAC. For a pipeline structure, whether the decision intervahglis ideal depends on two
aspects. One is whether the slicing of each stage is iddg&ha other is whether the inter-
stage residue of each stage is correct. The algorithm mtieto achieve uniformly
distributed transition points (or equivalently uniform interval slicibg)forcing theVy, of
each stage to be exactly at the middle point of that stag®$ range and by forcing the two
segments of the residue transfer characteristics to ehedi$ the input range of the
following stage. It uses the exactly capacitor ratios ofi st@ge to calculate thé, andVes,
which are unknown in reality and need to be calibrated for elimoéte mismatch error. In
spite of the limitation of building high resolution DAC, which itselfa challenging work
and highly area and design time cost, this algorithm will badarby the factor that no real
inter-stage transfer characteristic is ideal linean. the presence of nonlinear inter-stage
amplifier gain present, the residue transfer characteretecaonlinear so no matter how the
references o¥y,'s are adjusted, the interval slicing for the following stage®ot linear and
major transition point will not locate at exactly in the midaii¢he whole range. Hence with

nonlinear errors present, this algorithm will not provide uniformistriiuted transition
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points after calibration. This calibration algorithm is effitiewith the linearity error,
however, it is vulnerable to any sort of nonlinear effects anddgttsei same as Karanicolas

algorithm. The hardware overload is high with the high resolution DAC and control loop.

6.2.2.4 Erdogan, Hurst, and Lewis algorithm [6], [V, [8], [21]

This is also a software-based digital calibration algorithon the pipelined
architecture. The basic idea is try to estimate the aateight of each bit of the raw Boolean
codes and then calibrate the codes using the estimated bit weight.biT weight
identification is accomplished by estimating the inter-stage gsing iterative calculations.
The most-updated version of this algorithm also incorporates smaéstof the nonlinear
gain error and includes this effect in the calibration code gemerahis nonlinear error
estimation is based on the assumption that the nonlinear errcg te the nonlinear op-amp
gain and that the error has a bow shape. Several testing paugseen inserted into the
pipeline and the corresponding outputs are used to extract the lineanoafidear
coefficients in the predefined nonlinear model. So this algorithmgigyhdependent on the
accuracy of the nonlinear model and even moderate error in the,raodelas some higher
order nonlinearity that have been ignored in the model does appeagsuilis a big error in
the final calibrated code. Therefore, such kind of calibration iggrcan be named as
model-based calibration algorithm. Inclusion of a correction for nonliresais important
for improving performance of the digital calibration algorithms Wwhether the proposed
algorithm is sufficiently robust to amplifier model errorsasd apparent and other nonlinear
error sources such as capacitance nonlinearity affect thestatgr- transfer gain in a

different way than the nonlinear op-amp gain. And for the second apen-loop
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nonlinearities, the close loop form of the inter-stage transfeedamathematically difficult
and thus the calibrated weight of each stage is hard to beatattwith few measured
points.

In order to study this algorithm, several pipeline ADC circh@se been built up in
different process using different architecture operational &erplFrom those simulations,
we can see the nonlinearity is not necessary the second-order aotyideminant. This
nonlinearity cannot be control after fabrication with all kinds of pgscdeviations. So
designing the amplifier to achieve well shaped nonlineari@ysis challenging work and this
design is vulnerable to the process deviations and this weaknessusseid in detail in the
following. Besides the difficulties of the modeling of nonlinearifytioe opamp used to
amplify the analog signal between each stage, there are citi@e possible nonlinearity
error sources such as the nonlinearity from the switches, voltggendknce from the
sampling capacitors. Nonlinear capacitor has been addressed if2@2]however, it is
sensitive to the process and the temperature and cannot be predmiestedy in most
schematic simulation level. So those error sources make the maeeel-talibration more
vulnerable to the accuracy of the model itself. In the se@&i8nan original model-based
calibration algorithm will be discussed. Even it has been carefldiseloped to relieve
several limitations in [8], [21], the performance is not veryoemnaging with different
amplifier design. The calculation complexity is high in order torege the nonlinear error

parameters so the hardware load is correspondingly high.
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6.2.2.5 Mayes algorithm [9]

Some of the best digitally calibrated results were reportedMbyes in 1996.
Although his sampling rate for the ADC was comparable to whatow seen in over-
sampled data converters, the performance of the algorithm doewededtention and
suggests significant improvements in performance with digitddrefion algorithms can be
achieved. The decimation used by Mayes is the same as ugaidnycolas and Lee as
discussed above. As with other reported work using this algorithm, his performamdleisvit
algorithm was limited to about the 14-bit level and he attributed thegationis to nonlinear
errors in the pipeline that are not calibrated with the decomatigorithm. He achieved 16-
bit performance by adding a system-level nonlinearity caoe@lgorithm in which he pre-
characterized the nonlinearities in the process and then usedlaR€rbased look up
table addressed by the first few MSB of the decimated outpuenergte nonlinearity
correction codes. These correction codes were then digitally aoldied tecimated output
to generate the overall output. Although the pre-characterizatioprdcess variations is a
non-conventional approach, he validated the concept for his process bythssisgme
correction codes for wafers coming from 5 wafer runs from 4gss®Es. The cost for this
algorithm is the large volume of the digital hardware overloaduserthere are many testing
points to characterize the system level nonlinearity of the ppelnd so are the nonlinear
correction codes. This work suggests that on-chip digital calibranonbe extended to
higher resolution levels and higher frequencies if the static naniiies in the ADC can be
managed. Also his work proves that the calibration will be more rabust pre-defined
model was involved and this provides the possible solution for any futulenpipd®C that

needs to achieve over 14 bit performance.
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6.2.2.6 Several Other Calibration Algorithms

Besides the five representative algorithms discussed above,atieeseveral other
algorithms that have been used for pipelined ADC calibration. Gd#}, et. al. used
capacitor trimming to compensate for finite gain errors in thex-stage amplifiers. This is a
hardware-based calibration approach. Song has also concentratezhsuring the inter-
stage transfer gain errors and used digital calibration to contpefgathe discontinuity
errors in the pipeline caused by the gain errors [11], [13]. Ogdrial. [14], [15]and Chuang
[17] et.al. used the same basic idea used in the Karanicolaseppréllistot et. al. [18],
[19] at ISCAS 2003 pointed out that even the discontinuity correctionnfdéon) in the
Karanicolas algorithm is affected by nonlinear errors in theelipie and proposed an
improvement to the Karanicolas algorithm that offered improvemeritse decimation. In
their works, a highly linear DAC was used as a signal sotacend the actual major
transition points of the ADC and from these measurements theyabérdgo generate the
decimation correction codes. The practicality of generating thielyhimear excitation
needing for calibration was not addressed and although they pointe@ owiniimear errors,

the decimation algorithm does not calibrate for the nonlinear errors.

6.3 An Original Model-Based Calibration Algorithm

In the section, an original model-based calibration algorithnprésented. This
algorithm is similar with Lewis algorithm [8] and [21], howeveasyaral problems which has

been overlooked in Lewis work have been carried out here.
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6.3.1 Reverse Transfer Function Estimation
As we mentioned in the above, the linearity of the ADC will bey \gwod if the
digital output code can be interpreted correctly. For model-bealdatation algorithm, the
nonlinearity is assumed mostly comes from the nonlinear transfetidn of the residue
amplifier, which is used to amplify the analog signal alongpipe of stages. Because it is
mathematically difficult to solve the reverse transfer fuorctior the nonlinear model even
with the second order nonlinearity inherent in the amplifier, to findeéficient and

practically useful method to estimate the reverser transfer function issaege

In Figure 6-6, a simple model for the residue amplification stégepeline ADC is
shown.
Vine + /2 Vin Vout
) —

P

Figure 6- 6 -- Simple Model for Residue Amplification Stage.

For open loop gain transfer functidp,, it is assumed that it will achieve high gain
for linear relationship with two ends bend due to the nonlinearity satsaWe will use

two figures below to do the approximation of the reverse transfer curve.
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Figure 6- 7 -- Axis Transfer to Find the Approximately Reverse TransfeFunction

As shown in Figure 6-6 and Figure 6-7, the forward transfer function can be expessed a

Vou = F Vi ¢ = BV,)- (6-3)

Vio_o = F 7 Vow) ¥ Ao (6- 4)
In order to find the reverse transfer function, we can con$ideras the combination of two
curves: the straight line transfer function representing therlmsationship fVou, and the
nonlinear component:}(Vou). For more convenient analysis, the axis transfer can be taken to
result the figure in the right side of Figure 6-7. The straigie (1/5)Vin will map to the
straight line:fVo,. And we know the nonlinear ling.) contains the high magnitude linear
part with two ends bend over for the amplifier operation common wisdorthe mapping
nonlinear curvef'(Vou) Will be contains a low slop straight line with the both of two ends

bend upward. If we write the equation:

Vin_c = f _1(Vout)+ﬁwout = g(vout) . (6' 5)
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Then the reverse transfer functiay(.) will be the combination of two curves; nonlinear
curvef?(.) and straight line with the slop of val@e Thereforeg(.) will be shown as the red
line with the characteristic of a very close to straight &neund the middle of the full range
and two ends bend upward gradually in the right side plane. We can atsthisg(.) back
to the forward transfer curve plate which is draw as theimedn the left side of Figure 6-7.

We can use the simplest nonlinear mathematic model to describe those two surves a

Vout:lvin c_ivir?c' (6' 6)
gl A

This implies that the amplifier nonlinear transfer function contaim®nlinear component
modeled by 2 order harmonics. In the following section, we will notate lireefficient as

0o and nonlinear coefficient ag, which represernt/G and1/Ain (6-6).

6.3.2 The Model-Based Calibration Algorithm Development

For high resolution Pipeline ADC, both linear and nonlineareshould be corrected
for high linearity. The nonlinear part comes from nonlinegen-loop gain of the residue
amplifier, nonlinear voltage coefficient of capacitors, switcheshe signal path, etc.
Isolating each nonlinear source and correcting it indeperydentl be very hard and
unnecessary. This new method looks each single stage mlependent cyclic ADC and
tries to correct the both linear and nonlinear error witholatieg the error sources. Because
residue amplifier is always used as close-loop format, weehtbe close-loop input-output
relationship of a cyclic stage and calibrated the interpretatidgheoADC output code for

linear and nonlinear errors.
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(k1) o
X —> Stage k —>

}

adk

Figure 6- 8 -- Block Diagram of Single Pipe State

The transfer characteristic of a cyclic stage can be modeled as

\V/ \Y/
x® = aEEX(k—l) —~d, G?j ~bx*™® -d, g%f)i" (6-7)

From the experience in the circuit design, the nonlinearityhhénttansfer characteristic is
generally a decreasing function and equal to O at 0. For sitgplibe nonlinear term is
chosen to be a third order polynomial in (6-7). The true nonlinearitybeapretty much
different and with some higher component. But we believe the masaktpiart should be
the third part as we analysis in the previous section. The mahigl&ying to extract the
linear and nonlinear coefficients from the output data and improvertbarily of the final
output.

The interpretation of the ADC output code with a simple step of namitge

calibration can be written as

- Elvre
X(N 1) = dN 2f ’
(6- 8)
k-1 1« k) |3 Vief
XD = Zx® ¢ (xO) +d, o k=12.N-1
g
The input to the ADC associated with a specific output code can be determined by (6-8)

From that we can define a functibras
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x=x? =b(g,c,d,,d,,..dy). (6- 9)
In (6-9), g represents the linear gain coefficients, archaracterizes the nonlinear error. If
we have accurate values @indc we can recover the input voltage from the output digital
data with good linearity.
As a first step, we capture two output codes with the same input voltage at about 0 but

d; set to bé andl, respectively. Then we define a functiorgaindc as

f.(g,¢) =b(g,c,0,d,.d?)-b(g,c1d,.d). (6- 10)
The optimal values of and c will make the function equal to 0, which means the gap

between the major transient points should be 0.

f1(90,C) =0. (6- 11)
Setting the functiorfy to be 0, we get a curve gac plane which contains the pointy(@y),
but this is not enough for find bothandc. So we need to build another function with other
measurements.

The input points (-3/4)M, (-1/4)Vier and (1/4)Ver are chosen for building the second
function. The accuracy of those nominal values is not important and rveleals to be
accurate is the relative accuracy. The reason to choose thesetints is that we want to
the points across the MSB and the second MSB transient points. And phu oluthose
points will contain nonlinear error information. If the symmetricedasuring point, such as
(-3/4)Viet and (+3/4)Ver, are chosen as [21], the data will not be helpful to identify the
nonlinearity coefficients if two sides are identical. Thi:alan be analyzed in Figure 6-9. If
the left side and right side are identical, the vertical distd@tween +3); to + YaVjer Will

be the same no matter if the transfer curve is linear or nanlim@us this cannot be used to
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extract the nonlinearity coefficients. However, if asymmeltrieating points are set up as
shown in this work, only when the two pieces of transfer curved belibgatad to straightly
line, the vertical distance between the —¥ 8nd +% Ve and the one between the —34V

and —% Vef would be the same.

Digital_out
A

D] ---5x
YVt VVETT X,

X1§ XZE Do. YVaViet % Vet
: Y D,

Analog_in

2 D,

Figure 6- 9 -- Measuring Points Set Up
From above figure, we can see that inpuis ¥ and X have the same distance between
each other, while the output will not have the same distance dbe tmear and nonlinear
error. If we can somehow extract the linear and nonlinear embrecover the input from
output D, then the distance between the recover inputXX; and X’; will be the same. This

will lead to the second equation as shown below:

f2(9,¢) =[b(g,c,D;) -b(g, ¢, D,)] -[b(g,c, D,) —b(g,c,D,)] - (6-12)

We can show that

f,(90,¢) =0, (6- 13)
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So setting the functiofa to be 0 gives another curve on g-c plane that contains the ggint (
Co). Putting the two equations together, we have

f.(9,¢) =0,

f,(g,c) = 0. (6-14)

The solution to the (6-13) gives the poigg, Co). We can use iteration to find this solution as

Owsr | _ | 9k 01 0 f,(9¢.C.) — .(90,Cy)
Lku} _{Ck }+|:01 O]]|: f,(0:,C.) — fz(go’co)}- (6- 15)

Each stage of pipeline ADC can be considered as a cyclic Ad®ath linear and nonlinear
errors can be calibrated with the algorithm described above. Thusaweuse those
coefficients to recover the whole digital output of the pipeline AD@et better linearity. It
is important to note here that those two coefficients have to bedssiveiltaneously with
Newton iteration equations sets as (6-14). Unless those two ceefficare totally
uncorrelated, can they be solved individually and that will bring moreilegion errors into

the calibration algorithm [21].

6.3.3 Simulation Results

6.3.3.1 MATLAB Model Simulations

The Matlab pipeline ADC model is used to verify this caliloratalgorithm for the
first step including random gain errors, random reference offsgtdpm opamp offset and
random DAC offsets. The amplifier models is assumed to be second rmudknearity
dominant and achieve a bow shape gain versus the output voltage. Thei@mmulas for

different resolution levels with different nonlinear errors.
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For 14 bit level, with nonlinear errar= 2°, non-calibrated INL is 15.5 LSB. The
INL will be reduced to 2.8 LSB with liner gain calibration and to 1.8 Math both linear

and nonlinear errors being calibrated. The simulation results are shown below.

-20

1 1 1 1 1
u] 2000 4000 G000 gooo 10000 12000

Figure 6- 10 -- Non-Calibrated INL of 14-bit Pipeline ADC

] 1 1 1 1 1 1 1 1 1
0 1000 2000 3000 4000 5000 BOO0 7000 8000 2000 10000

Figure 6- 11 -- Linear Calibrated INL of 14-bit Pipeline ADC
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_15 1 1 1 1 1 1 1 1
0 2000 4000  BOOO 8000 10000 12000 14000 16000 18000

Figure 6- 12 -- Linear Plus Nonlinear Calibrated INL of 14-bit Pipeline ADC

The Matlab simulation results for 16 bit level are shown in Figure 6-13 to Figure 6-15

a0

20k

20k

40k

. . . . . . . .
0 05 1 15 5) 25 3 35 1
x10°

Figure 6- 13 -- Non-Calibrated INL of 16-bit Pipeline ADC.
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Figure 6- 15 -- Linear Plus Nonlinear Calibrated INL of 16-bit Pipeline ADC

Simple Table will summary the simulation results.
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Table 6- 2 MATLAB Simulation Summary

177

Resolution (bits) INL (LSB) w/qINL (LSB) w Linear| INL (LSB) w Linear
Calibration Calibration + Nonlinear Cali.

14 155 2.8 1.2

16 41 8.7 1.8

From Table 6-2, it is very convincible that this calibration atbor not only can remove the
linear error but also very efficiently eliminate the nonlingaand the performance is

potential to reach at 16 bit level with this new calibration algorithm.

However, reminding that the MATLAB model only contains the nonlirexaors
predicted by the analysis derived in the section 6.3.2 and it comtaimsal information
about the real amplifier nonlinear transfer characteristicgh& simulation only proves that
this algorithm will be very effective if and only if our non-lineaodel is accurate. In order
to investigate the robustness of this algorithm, a pipeline ADE been built up with

different kind of opamp and that is the topic of the next section.

6.3.3.2 Transistor Level Simulations

As we mentioned above, different opamp architectures are usedtraribistor level
pipelined ADC to testify the robustness of the proposed model-based calibratiothalg
The pipeline ADC adopted the 1 bit/ stage structure as shown ineF&gg@r The major
building blocks will be described briefly in the following part.

Boost-Strap Switches
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The switches are implemented using boost-strap switchesraduicged in [24]. The
reason for choosing this boost-strap switch is that the nonlineduéy to the input
dependency of the normal switches cannot be modeled by a sifhptded term as shown in
(6-6) and it has to be minimized to focus on the nonlinearity asseidtie the opamp. The

concept and the practical schematic design are shown in Figure 6-16.

F \(\:(i M

O—‘_l o] i O
— o— —0—0—
OFF ON

Figure 6- 16 -- Boost Strap Switch
In the "off" state, the gate is grounded and the device is cutoffiel "on" state, a constant
voltage of M4 is applied across the gate-to-source terminals, and a low istare® is
established from drain to source independent of the input signal. Thal aotcuit of

bootstrapped switch operates on a signal phase @dtlat turns the switch M on and off.

In the off phase, M; and My are conducting, the gate of;Ms connected to the ground,

switch is off. At the same time, Mind M, are conducting, iand M are isolated, therefore
the voltage of gis charged to . In the on phasg, Mg and M, are conducting, Mand M.

are cutoff, therefore the voltage of iS applied to the gate and source terminals. In the actual
circuit, M1, My, C;, G, and the inverter form a clock multiplier (voltage booster), that

enables M to uni-directionally charge £during the off phase. Mand M, control the gate

voltage of M, in the phase, M4 connects the gate of Mo the ground, therefore Ms
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cutoff; in the phase, firstly Ms connects the gate of gto a voltage nearly ground and
enables the bootstrapped circuit. The body of M8 is tied to its sdatck-up is suppressed.
Cs must be sufficiently large to supply charge to the gate ofviitersng device in addition
to all parasitic capacitances in the charging pathy I @tal parasitic capacitance connected

CstVdd' After carefully design this switch, the

to the top plate of § thelwg =Vs+

nonlinearity associated with it can be neglected.
Comparator

The comparator is shown is Figure 6-17. The latch signal wilblerthis dynamic
comparator. The major design specification for this pipeline A@ calibration algorithm
is the offset voltage. The error due to the over range problemdchygbe offset voltage is
unrecoverable with this algorithm so that the comparator is regtorgproduce the offset

voltage will not set the analog output over range.

-
T
Vout2 K/out1

(LIS

\

A

| IJ latch |

| I->| v | If‘
~

Figure 6- 17 --Dynamic Comparator

Jr.

Residue Amplifier
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In order to focus on the nonlinear calibration algorithm robustnesketanbdel
errors, there are total three different architectures op ampdeas used in this pipeline to
verify this algorithm. Since the most nonlinearity errors comes fthe first several MSB
stages and especially in the multiple bit per stage sneictvhich provides higher power
efficiency and is adopted as a popular structure in pipeline AbKitecture, the linearity
performance is highly rely on the first stage, we will coneaton the comparison on the
residue signal linearity characteristics before and aftelirtbar and nonlinear calibration for
different opamp structures. By following the residue analog kigitia infinite resolution of
ideal ADC, the quantization errors will be removed. The INL Wél normalized to 16 bit
level.

The first opamp structure is simple two stage amplifier as shown in F¢l8e

-

Vi
M3:| I bias2 I |2M4
Me Ms

N i
Vi I: :Ilyim &

M1 M2

Cc |n;| c

8 V M7
:TAI_VbiaSS bi;ﬁl |: Mg Vbia33_| I.:

A4
Figure 6- 18 -- Simple Two Stage Amplifier

This amplifier has moderate high open loop gain and simpletsteucAs we

discussed before that the higher the open loop gain the betterlmbps linearity with
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feedback structure. The simple miller compensation capacitseis to stabilize this opamp.
The non-calibrated INL is shown below:

INL of pipeline ADC wtihout calibration
300 T T T T T 1

200 B

100 - B

-100 A

-200 - B

-300

1 1 1 1 1 1 1 1
0 2000 4000 6000 8000 10000 12000 14000 16000 18000

Figure 6- 19 -- Non-Calibrated INL
We can see that due to the moderate gain and linearity, thefitkis pipeline ADC
is about 300 LSB, which equivalent to 7.5 bit level. After the lineardlbration, the

discontinuous point has been removed and the INL plot is shown in Figure 6-20 below.
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INL of pipeline ADC witih linear gain calibration
200 T T T T T T

-150

1 1 1 1 1 1 1 1
0 2000 4000 6000 8000 10000 12000 14000 16000 18000

Figure 6- 20 -- INL with Linear Calibration
With the linear Calibration, the major error left is the normliitees and linear
calibration improved the ENOB to 9 bit level. The INL plot after batkar and nonlinear
calibration is shown below.

INL of pipeline ADC wtih linear&nonlinear gain calibration
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Figure 6- 21 --INL after Linear and Nonlinear Calibration
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The INL of nonlinear calibration has been improved with about 24 L&Bhe
pipeline ADC achieves around 10 bit ENOB. Although nonlinear calibratigmowed the
ENOB by about 1 bit by remove some nonlinear errors, therelisigtilficant nonlinearities
left and they are not eliminated by the nonlinearity calibratt@tause they cannot
characterized by the simplé?®rder nonlinear model described in (6-6). This calibration
algorithm is actually trying to improve the linearity by adglisome nonlinearity erros
according to the pre-defined models to compensate the original nomjin€aerefore if the
model is not accurate, the nonlinearity errors being added intiin#ieesults will not just
only invalid to compensate the nonlinear error, but furthermore weiéiribrate the overall
linearity performance. So the nonlinear calibration algorithm based simple % order
nonlinear transfer function can only achieve 10 bit ENOB performaitbethis simple two
stage opamp.

The second amplifier inserted in this pipeline ADC is folded-cascode amplifién

in Figure 6-22.
-
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= 1
Vous|__ _ | Vout-
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Figure 6- 22 -- A Folded-Cascode Amplifier
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Compared with the simple two stage opamp, this folded-cascode agfferg higher DC

gain. The INL without calibration, with linear calibration and whitth linear and nonlinear

calibration are shown in Figure 6-23 to Figure 6-25.

INL of pipeline ADC wtihout calibration
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Figure 6- 23 -- INL with No Calibration

INL of pipeline ADC wtih linear gain calibration
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Figure 6- 24 -- INL with Linear Calibration
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INL of pipeline ADC wtih linear&nonlinear gain calibration
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Figure 6- 25 -- INL with Linear and Nonlinear Calibration

It is clearly shown that the folded cascode amplifier provigey limited improved
linearity and the ENOB without any calibration is about 8 bit. lifresar calibration reduced
the INL to about 145 LSB level. However, the same observation hasnbage with this
nonlinearity calibration that with simple®3order models, this calibration cannot remove

major part of the nonlinearity errors and cannot provide expected performance.

The next step, the pipeline is simulated with a telescope @mseodstage amplifier,

which provides very high open loop and the better linearity is expected.
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Figure 6- 26 -- A Two-Stage Telescope Cascode Amplifier

The INL plot with no calibration is shown below.

INL of pipeline ADC wtihout calibration
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Figure 6- 27 -- INL with No Calibration for 16-bit Level
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We can see that this telescope two stage amplifier provideb beiter linearity and the
ENOB without any calibration is about 11 bit. The linearity catibrahas removed the

discontinuity as before.

INL of pipeline ADC wtih linear gain calibration

15
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0 2000 4000 6000 8000 10000 12000 14000 16000 18000

Figure 6- 28 -- INL with Linear Calibration for 16-bit Level

The linear calibration reduced the INL from 30 LSB to 15 LSB aadcan see the
nonlinear components left are similar with what exhibited inufeig6-20. So the nonlinear
calibration will be limited by the accurate of the nonlinear model used talokeste transfer
characteristics and the performance after the nonlinear at#dibris not expected to be

efficient.
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INL of pipeline ADC wtih linear&nonlinear gain calibration
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Figure 6- 29 -- INL with Linear and Nonlinear Calibration for 16-bit Level

In Figure 6-29 exhibits that the nonlinear calibration improved tteatity by about
1 ENOB. If we check the highest INL which limited the linparformance of this ADC, we
can find that those errors are actually what we added for cmapeg nonlinearities
described by the model (6-6). Therefore, only when the nonlinearity meadbuilt matches
characteristics the inter-stage transfer curve very vidl nhodel-based calibration algorithm
will eliminate the nonlinear errors very effectively, such a@wmukations shown with
MATLAB models. If any considerable mismatch appeared betweerpre-defined model
and practical transfer curve, which is very likely happen wibhi¢ation circuits, this model-
based calibration algorithm will not be productive to remove all theimeanities and its
performance really rely on the amplifier architectures. In esarases, this model-based
algorithm will even add more nonlinearities to deteriorate théopeance if the model
doesn’t match the transfer curve at all.

6.4 Conclusion

In this chapter, a comprehensive study of the existing cabhratgorithms has been

discussed. Several popular calibration algorithms have been anadywbedhe major
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contributions and the limitations and costs have been addressed dumateslzaFrom our
study, we can see that most calibration algorithms are vuleeralthe nonlinear errors in
the pipeline ADC. Nonlinear error will make the models not adeusad thus affect those
algorithm strongly depend upon the stage model. Some algorithm nehdackurate high
linear DAC and thus will increase the cost of the ADC desigauseit is challenge to build
those extra high performance DACs. The review and comparison of tabibeation
algorithms is most targeted to find the major limitations of gipelined ADC. Based the
analysis of those calibration algorithms, it is attractingléwelop a algorithm that is not
sensitive to the inter-stage model and can handle nonlinear errdharalgorithm can be
predicted to improve the pipeline ADC impressively.

From section 6.3, with both MATLAB models and transistor level model$
simulation, it has demonstrated that the model-based algorithnglgtrdependent on the
accurate of the model and it is very hard to be controlled withditierent amplifier
architectures, process and temperature variations. Besides ahqgs#ier nonlinearities,
there is some nonlinearity existing in the capacitance and haseeatincluded in those
simulations. So the real fabricated circuits are more comgticahd even harder to be
described with some simple models. Unless a very complicated rdgh model has been
involved to describe the transfer behavior of the pipeline inter-dtagsfer curve, the
model-based calibration algorithm will be very vulnerable to mgel errors and in some
cases it will even deteriorate the overall linearity penfamce. However the extra hardware
and digital computing load for solving high order complicated mod#élde significantly
increased. Of course, building an opamp to match sinpler@er nonlinear function is a

possible option. But designing such an opamp itself will be a challgngb and somehow it
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may be even harder to design a high gain high linear opamp, such asirshlogtast opamp
structure. We conjecture that is why there is very few omeaey existing nonlinear
calibration algorithm has been adopted in commercial productstbeagh this is hot topic
and under the spot light for over 20 years. The solution now relies aralibeation which
does not rely on the pre-defined models, which we called the output-bakedtion

algorithm [25], [26], [27].
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CHAPTER 7 SUMMARY
My colleagues and | are focus on the high linearity analog anedasignal
integrated circuit design. Our research involves several domthmdyigh linearity analog
filter with applications in low frequency, high linear transconduaametworks study when
inserted in feedback systems, area optimization for activersfjllinear current division
circuit principle investigation and the low power small area cumension D/A converter

design, Calibration algorithms of pipeline ADC for improved static linearity.

We develop a technique that using a passive transconductance ksetwathe
traditional active filters for low frequency applications. In thesv strategy, the filters can
benefit the high linearity from the passive components with g hmited silicon die area.
The prototype circuit has been fabricated with standard CMOS pgracekthe experiment
results support our design and analysis. Beside this implementatidorttier study of the
transconductance networks relationship with the opamp design, cinaatily, noise and
the process variations have been investigated and the close foesstaps demonstrate the
trade off between the area efficiency and the other cirpattications. Also the simulation
the testing results show highly agreements with our analytical works.

Another contribution of our works is to study a well-recognized ang imfuential
current division circuit. Our study shows that the original clavase misleading and the all
the reported experimental verified the works are actuallyedas other more general
circuitry principle. However, a novel low power current division DAC was inventedllzase
this technique with very small active area and the simulatiaritseshow a very promising

applications for this approach in low and media resolution, high speed, small DAC designs.
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We conducted a comprehensive study on the existing calibratiomitlabgs for
pipeline ADC for improving the linearity. Besides all kinds of repdr calibration
algorithms, we do the comparison and evaluations on those. An original baseel-
calibration algorithm has been presented and the behavior level anchnkestor level
design has done. The simulations exhibits the model-based calibratjorithms are
vulnerable to the accuracy matching between the pre-definedl madeactual circuit
characteristics, which is very difficult to control during thbrfeation processes. Based on
our works, we predict a more robust calibration algorithm method,hwikiche possible
solution for improving the linearity limitation of the pipeline sttwre ADC to beyond 14 bit

level.
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